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Preface

During the preparation, layouting and printing the book ,Word frequency
studies* (2009)" a great number of new ideas about texts arose which could not
be inserted any more in the above book. They appeared in form of articles
dispersed in different journals and omnibus volumes and touched a very
variegated palette of problems. We try to collect them and show the connections
between them if there are any. Besides, we shall try to develop some of the ideas
a step further. Frequently we shall take recourse to the above mentioned book
whose knowledge is, however, not presupposed. If necessary, the pertinent object
will be explained.

The booklet can be used as a collection of lectures in textology for a
seminary and can be managed in one semester, even without a teacher. At the
same time, the methods presented in both books can be used for text mining.

Since the individual chapters are heterogeneous developments of different
issues, there is sometimes no logical nexus between the subsequent chapters.
Thisis caused also by the fact that textology is no closed discipline and develops
very quickly in different directions. It extends especially to the study of modern
forms of texts, namely SMS, SPAM, E-mail and Internet pages, all of which
display some divergent properties brought about by the conditions of the medium
and the purpose. We restrict ourselves to literary texts but the methods can be
applied to these specia texts mutatis mutandis.

In many chapters we try to show the way from text to language typology,
text being the surface where one can find the reflections of language structure.
Needless to say, this is only the beginning of an enterprise which can be
developed more extensively. Combining the properties and processes in the deep
layers of language and on the surface represented by texts one will perhaps be
able to construct some time a theory encompassing both. It will not have an
algebraic structure, it will not concern grammatical rules and it will not be
deterministic. It can turn out to become anything else but it will not be able to
avoid probability, the basis of communication.

We want to express our gratitude to all those who took part in the
sampling of texts for the above mentioned book and whose results are used in
this book, too, namely P. Grzybek, B.D. Jayaram, R. Kohler, V. Krupa, R. Pustet,
L. Uhlifova, and M.N. Vidya.

In the first place we want to thank Fengxiang Fan for his thorough reading
of the book and correcting our Middle-European English. All remaining errors
were made after his reading the book.

l.-1.P., JM., GA.

! Popescu, 1.-1., Altmann, G., Grzybek, P., Jayaram, B.D., Kohler, R., Krupa, V., Macutek, J.,
Pustet, R., Uhlifova, L., Vidya, M.N. (2009). Word frequency studies. Berlin/New Y ork:
Mouton de Gruyter.
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1. On text theory

The concept “text theory” sounds similar to the famous concept “theory of every-
thing”. Though in physics ever more disciplines have been brought under the
same roof, and the same tendency can be seen in mathematics (sets, categories,
measure theory), in textology a diverging tendency can be observed. Not only
because the concept of text itself diverges widely since the existence of the
Internet — there are not only sentences but also figures, lists, tables, navigation
buttons, templates, etc. — but even without Internet the text, whether spoken or
written, is a system consisting of physical, biological, linguistic, stylistic, psych-
ological, social, aesthetic, emotional, attitudinal, dialectal, idiolectal, valuational,
metaphoric, reverential, speech act, etc. entities whose investigation resulted in
the rise of many different disciplines, and their number is still increasing. From
time to time one takes a result from one of the disciplines and uses it as a con-
stant parameter in another, but a “grand unification” has not even been con-
sidered as a research problem. Text is a kind of a multidimensional world whose
easiest entrance is its outer form, namely the material sequence of linguistic
entities. Both the entities and the relations between them are historically stabi-
lized conventions even if some of them still have an iconic character. A written
text has at least afixed form but a spoken text is each time different.

If a researcher restricts himself to one of the above aspects, say, lin-
guistics, he isin turn confronted with an overwhelming number of levels, units,
properties, interrelations, aspects, impacts of other disciplines and so on. Prob-
lems should be solved, even partially, empirical hypotheses should be set up, in
better cases a hypothesis should be derived from assumptions which play the role
of preliminary axioms, statistical tests should be performed on the hypothesis and
then the result interpreted. Thisisthe normal way of any empirical science which
passed the level of a proto-science. There are many disciplines in linguistics
which content themselves with descriptions and classifications, avoiding any
kind of test and hypotheses formation. Nevertheless, these disciplines are useful
for practical purposes, e.g. the normalizing of the standard language, language
learning, and their role must not be regarded lightly because they provide the
basis for any deeper investigation.

Though it is preliminarily not possible to establish a general text theory, it
IS perhaps possible to investigate individual aspects, study the behaviour of
selected entities and establish at least partial theories (called sometimes “teori-
tas’). To this end one needs concepts, conventions and hypotheses.

The concepts concern things, properties, relations, structures, functions,
processes, history and systems. Peculiar enough, the concept of text itself is not
firmly established and the proposed definitions remind us of the dozens of def-
initions of word and sentence. In the end, al of the definitions would boil down
to the tautology “text is what we define as text”. Any other definition is either
non-operational or refers to further undefined concepts. Text is not necessarily a
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sequential entity (cf. Internet), it does not consist necessarily of linguistic entities
(e.g. figures, tables, formulas, navigation buttons); on the other hand, even the
life of an individual, the history of mankind etc. can be considered as texts
because they share the time axis with texts. Not to mention musical texts, which
have a number of common properties with language texts but may consist of
more than one simultaneous time-dependent sequences. Thus linguistic text is a
specia case of a superior system which has not even been captured conceptually
as yet. Operationally, we consider it a continuous linguistic sequence having a
beginning and an end and having a hierarchic organization of levels and units
abiding by Menzerath’s law. In the present volume we shall consider only texts
of thiskind, i.e. textsin the classical sense, excluding lists, Internet pages etc.

However, even this operationalization must be specified. First, we con-
sider only written texts with an objective form and different from their inter-
pretation or comprehension, which may form the external properties of texts and
which have rather a subjective character (cf. Hiebi¢ek 1997). Second, we con-
sider avery restricted aspect, namely the word-form frequency and try to capture
its properties and behaviour in order to characterize texts and languages and to
propose law candidates.

As to properties, it is popular to consider them as something dwelling in
objects, their intrinsic quality, but closer examination shows that this view is not
quite adequate. The famous sentence “grass is green” means that grass “has’ the
green colour, but a physicist can easily show that green is rather a property of
light; a physiologist can show that it is rather a property of our perception organs
and daltonists and entomol ogists would agree. Last but not least, alinguist could
say that “green” is merely a property of language because there are languages in
which there is no such word and there are languages whose “green” is simul-
taneously our “green” and our “blue’ (e.g. Japanese aoi), and there are languages
in which there are different kinds of “green”. A methodologist adheres rather to
the persuasion that things necessarily exist and have some qualities, but the
“properties’ we ascribe to them are our conceptual constructs. In advanced sci-
ences these constructs are quantitative because in that form they are more
precise. If we measure for example the length of an object, we do not ascribe
values to the object but to our concept of length applied to the given object.
Objects may exist in dimensions but they do not “have length”. Length is our
concept. The pre-scientific Man uses qualitative concepts, which are sufficient
for orientation and survival, but in science one uses quantitative concepts whose
advantages are well known. Qualities and quantities do not exist in reality; they
are properties of our concepts. They do not depend of the nature of objects but on
the advancement of science, i.e. they are no “reflections’ of redlity.

Starting from these assumptions we see that

(1) language and its entities have potentially an infinite number of
properties. Their increase proceeds automatically with the advancement of sci-
ence in which one necessarily devises new concepts. The properties can be quan-
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tified or operationalized in different ways, there is no “true” operationalization.
There are no “natural” properties in language.

(2) All properties are measurable. Measurement units are conventions, and
scales are numerical systems in which some operations are allowed.

(3) No property can attain an infinite value but it can be missing in lan-
guage. Thus quantitative indicators of properties should vary in an interval whose
right boundary isfinite.

(4) There are no isolated properties, i.e. every property is linked with at
least one other property. The net of these linkages gives rise to structure. At the
same time, a set of linkages is controlled by self-regulation without which any
communication would be destroyed. In other words, for any set of linkages there
is an attractor caring for communicative equilibrium.

(5) Every property changes, or better, the degree of every property
changes. But if a property changes, all other properties linked with it must
change, too, otherwise the self-regulation caring for effective communication
would be destroyed.

(6) All properties of language realized in texts are random variables
following a “proper” distribution. The same holds for the frequencies of
members of different classes which follow a regular rank-frequency distribution
or form aregular rank-frequency sequence.

(7) Sincea“classical” text isalinear formation, each property forms some
linear patterns which can be modelled.

(8) Every property contributes or gives rise to a specia quality of text
which is eo ipso measurable. Thus the Galilean requirement holds for the
textology, too (for more detail see Hriebicek, Altmann 1996; Altmann 2001,
2006.)

Conventions, such as definitions, operations, rules, symbols, criteria are
necessary components of science but they do not have any truth value. However,
definitions are a frequent stumbling-block of analysis. For some concepts there
are dozens of definitions whose authors tried to capture the (not existing)
“essence’ of alinguistic entity. Of course, definitions are necessary because we
must know what we speak about, but for text analysis we need operational defi-
nitions which allow us to identify the entities and to partition the text. Even the
operational definitions of the same entity may be different but none of them is
more true than the other ones. Operational definitions are based on criteria which
are not present in data but are conceptually constructed by us. Consider for
example the word-form. In every language there are several segmentation pos-
sibilities. One must decide(sic!) whether hyphenated words represent one or two
word-forms; numbers like 2128 can be considered one word-form or as many
words as there are digits in the number (or even more); in Slavic languages there
are zero-syllabic prepositions behaving phonetically like proclitics but mor-
phologically as independent words; in Slovak, syllabic prepositions (often) take
over the main accent of the word but linguists ignore this phonetic rule in their
decisions about word-form, though the same prepositions are written together
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with verbs and nouns as prefixes, etc. Now, whatever our decision, operational
definitions are either prolific or not prolific. They are prolific if the result of the
analysis is in agreement with an a priori hypothesis. On the other hand, a
hypothesis may hold true only if the text is analyzed in a given way. Thus a
hypothesis may represent an external criterion deciding about the best way of
analyzing texts or languages. Nevertheless, there are still other external criteria,
such as economy of inventory, symmetry of the system, etc. This boils down to
the fact that hypotheses and operational definitions must be formulated hand in
hand but sometimes different analyses may corroborate the same hypothesis. In
any case, that operational definition is more prolific which better corroborates
some a priori hypothesis.

Every statement we pronounce is a hypothesis, but in science we prefer
statements of a special kind (cf. Bunge 1967). A textual hypothesis must be well-
formed, it must contain some information concerning texts, it must be in
principle objectively testable and it should fit the bulk of knowledge. The testing
of a hypothesisis along procedure. First it must be “translated” into textological
language containing operationalized concepts helping to get data, then in a
statistical hypothesis whose testing yields numbers, and these numbers must be
interpreted in terms of acceptation or rejection. All textological hypotheses are
probabilistic. The acceptation of a textological hypothesis does not mean a proof
but merely a corroboration, because outside of mathematics no statement can be
definitively proved. Textological hypotheses can be local, e.g. concerning the
development of a feature of English texts, or global, concerning all texts in all
languages. “Good” hypotheses are derivable from other hypotheses, laws,
theories, axioms or even from reasonable textological/linguistic assumptions
based on some general issues such as requirements of speaker/hearer, forces,
self-regulation, etc. It is not reasonable to set up textological/linguistic hypoth-
eses based on analogies with physics because this technique sometimes evokes
the erroneous idea that linguistics can be reduced to physics. Textological entities
do not behave like physical entities even if both underlie the same flow of time.

Since all empirical sciences contain both inductive and deductive hypoth-
eses, in textology one can strive for partia inductive-deductive theories. In order
to achieve thisaim, at least one of the hypotheses must be alaw. According to M.
Bunge (1967: 381) “A scientific hypothesis (a grounded and testable formula) is
alaw statement if and only if (i) it isgeneral in some respect and to some extent;
(i) it has been empirically confirmed in some domain in a satisfactory way, and
(iii) it belongsto a scientific system.”

A textologist should not strive for laws and theories as they are known in
physics or chemistry but adapt the above definition for his own purposes. The re-
quirement of generality means that a hypothesis must hold for all languages but it
is sufficient if specia texts are concerned. Or one adds the ceteris paribus con-
dition eliminating all other texts; or one incorporates parameters representing a
given linguistic level or a particular text sort. Generality is a matter of degree.
Satisfactory empirical confirmation cannot be achieved if only English is scruti-
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nized. The more languages and the more texts were used for the testing, the
better can be the confirmation. Empirical confirmation is a matter of degree, too.
Textological hypotheses can be confirmed only statistically. There is no dicho-
tomy between “accepting” or “rejecting” a textological hypothesis but always a
probability of error of accepting a“false” or rgjecting a“true” hypothesis. It isa
decision based on probability, but this probability (e.g. the significance level) is
not a natural constant, it is a convention. The problem of exceptions is irrelevant
and can be solved by enriching the hypothesis by taking into account additional
variables or reserving place (parameters) for specific circumstances. The scien-
tific system to which a hypothesis should belong need not be a fully axiomatized
theory; it is sufficient to have a scientific framework from which hypotheses can
be derived. For many textological problems this role may be played by synergetic
linguistics. Needless to say, textological laws will never have the same status as
physical laws — any comparison is useless. However, even in physics, many
hypotheses arose inductively, but in 400 years of research performed by thousand
of scientists it was easier to incorporate them in some scientific systems than in
textology which presently begins to devel op.

It is nothing wrong in developing a discipline in an inductive way. All
empirical sciences began in this way. But at times the necessity of systematizing
the collected knowledge looms up and theories arise. And since theories must
contain at least one law, a scientific system must be set up from which they can
be deduced. In the course of development, ever more hypotheses will be system-
atized and even if there are severa systems forming membra disiecta at the
beginning, after some time they will be unified.

Wimmer et al. (2003) recommend the following procedure as one of the
many possible ones:

1. Observing a “conspicuous phenomenon” in a text set up a low-level
hypothesis, i.e., use empirical concepts such as “in this text”, “phoneme
/al”, “words with meaning X”, “in English”, etc. That means, devise
concepts and register a phenomenon.

2. Generalize the statement omitting empirical concepts, broaden the range
of the hypothesis (e.g. “for all texts...”, “for al languages...”), insert
hypothetical conditions enabling us to consider different texts, etc. That
means, broaden the hypothesis in order to encompass hitherto not ob-
served or in principle not observable phenomena (Bunge 1967: 223ff.).
Cdll this statement G (symbolizing a general statement).

3. Test this hypothesis on further data (texts, languages) with respect to
boundary conditions represented by language, language level, text sort,
speaker, etc. If G does not get corroborated, modify it. Every hypothesis
must be corrigible, otherwiseit isadogma. If it gets corroborated, then

4. set up other hypotheses about the genesis, behaviour, course, form etc. of
the phenomenon and join them with G. There are several aternatives: (a)
One can derive some other hypotheses from G or (b) one can derive G
from them; (c) G turns out to be merely a boundary condition represented
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by a constant in another hypothesis or (d) the other hypothesis turns out to

be G’s boundary condition; (€) the central entity of G has further prop-

erties whose relationship with the observed “ conspicuous phenomenon” is

the subject of further hypotheses. Etc. In this way gradually a network of

relationships, a system of statements arises. At a higher level, some of the

hypotheses can be selected as starting points (axioms) for the other ones.
In step 4 one approaches deduction and finds statements from which G may
result. At this step the necessity of mathematics will be evident. Though in quan-
titative linguistics one uses it from the beginning, i.e., already in the first step
when one must measure properties or count frequencies, the construction of a
theory requires a little more mathematics in order to deduce some lawlike
hypotheses. Thus, it is better to start with quantified concepts, especially those
concerning properties.

As was said at the beginning, text represents a multidimensional world
with many independent entrances. It is much richer than any natural science
because it contains a potentialy infinite number of non-material dimensions.
Nevertheless, the approaches and views can be divided in some comprehensive
classes.

Each of the analyses can be performed (i) globally, taking the whole text
simultaneously and computing e.g. frequencies of an entity, or (ii) sequentialy,
observing the stepwise appearance of entities and studying sequential regular-
ities.

One can study (a) one selected text, (b) severa texts in the same language
or (c) severa texts in different languages. Approach (@) is punctual and yields
information only about the given text or in psychiatry about the given patient.
Approach (b) can yield information about the author, genre, language, “-lect”
(dialect, idiolect, sociolect) and the history/development of an entity. Approach
(c) yields information about the variation of a property, its empirical limits, and
opens a door to language typology.

The aims of the analysis may be (A) descriptive, classificatory (with at
least approach (b)), comparative or historical. If performed with quantitative
concepts, statistical methods are necessary. (B) Theoretical, studying the re-
lationships between entities, setting up empirical hypotheses and testing them on
individual texts. Here, individual texts are only testing instances. The relations
between theoretical entities are derived deductively and give rise to lawlike state-
ments. The best example is synergetic linguistics.

The combination of all these aspects yields a scientific discipline whose
boundaries are not determinable. At present, in spite of the fact that some lawlike
hypotheses have already been proposed and well corroborated, we stay at the
entrance of an enormous research domain. Unfortunately, only a few textologists
are ready to use quantitative methods, the great majority is not favourably in-
clined towards any kind of mathematics. The latter community is dominated by
four kinds of error’s which can easily be classified as different idola of Francis
Bacon (cf. Altmann 1999; Wimmer et a. 2003): (i) “Our objects cannot be
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mathematized/quantified”. As has been shown above, we perform operations
only with our concepts, not with real objects. We ascribe degrees to our concepts
of properties and associate them with objects. We do not mathematize reality but
our ripe concepts of redity. (ii) “Evenif it would be possible, we are interested in
qualities, not in numbers’. This is confusing ontology with epistemology. In
order to recognize the reality we are forced to form concepts using the weak
electric impulses penetrating through our receptors into the brain, i.e. we con-
struct the reality. Conditioned ontogenetically we first form qualitative concepts
which are partially embodied in and conveyed by our language, later on we learn
the quantitative concepts which allow us to express everything more precisely.
Thus the ontogenetic order of cognitional successes seduces us to believe that
reality is qualitative. It must be remarked that no quantitative textologist has ever
been interested in numbers but always in properties, relations, structures,
processes and systems concealed behind the numbers. (iii) “We are not interested
in text laws but in the uniqueness, idiosyncrasy of texts.” But unigueness or
idiosyncrasy can be stated only as a contrast to something else or seen on a
general common background formed by a theory which may be quite primitive at
the beginning. The aims of science are not (only) descriptions but above all
theories consisting of general, testable statements. Idiosyncrasies are cura
posterior even if empirical research begins with them. In the framework of a
theory they are deviations caused by initial, boundary or supplementary etc.
conditions. (iv) “Our problems are that complex that no mathematics can capture
them”. Both verbal and mathematical models are simplifications. Usually some
aspects are analyzed in isolation, different relations are omitted and left constant
(ceteris paribus). It is not clear, how the complexity of phenomena could be de-
scribed more exactly by a natura language which is full of fuzziness, inexact-
ness, ambiguity etc. The collecting of descriptive data made by means of natural
language is a prerequisite for an analysis but not the analysisitself.

For textologists it is not easy to give up even one of these idola as long as
the teaching at universities moves within the comfortable world whose bound-
aries are fixed and seem to be incontestable. Theory construction does not mean
a destruction of this hermetic world; it only means the opening of severa
windows in the same way as it has been done in many other sciences.



2. On sampling and homogeneity

The preparation of atext for any kind of analysisis avery complex act. An “al-
purpose” preparation is impossible because one will never know al possible
purposes, and the preparation for a special purpose aways contains ambiguities
which would be solved differently by different linguists, and this would lead to
lasting controversies. In many cases subjective and authoritative decisions are
necessary.

But let us assume that such a preparation took place. For grammatical pur-
poses the sample should be as large as possible, i.e. the ideal data is a contem-
porary corpus in which at least the identity of the given language must be war-
ranted (e.g., which English is “the English”? What does “contemporary” mean?
What does “text type” mean? etc). The sample’s linguistic homogeneity should
be given as defined. However, for many other scientific purposes texts conceal
two kinds of inhomogeneity:

(1) Long texts are automatically inhomogeneous because they cannot be
written in one go. If the writer makes pauses (for sleeping, eating, coffee, etc.),
some rhythms change in his brain and the continuation of the text may display
some changed properties, e.g. change in sentence length and structure, words,
sentiments, etc. In spite of this fact, some regularities remain untouched, or the
change is so small that only very sophisticated statistical technigques could detect
it. On the other hand, the statistical dictum “the larger the sample, the more
reliable are the results” does not hold in textology (but perhaps in grammar), but
the motto “the larger the sample, the more inhomogeneous is the text” does. The
classical statistical tests usually fail when applied to corpora because the smallest
difference in proportions can be made significant if a sufficiently large sample
sizeistaken. That isto say, some classical tests are not reliable any more. Surely,
some properties get stabilized with increasing text length, e.g. letter frequencies,
other ones may display chaotic behaviour because of text mixing. Unfortunately,
the study of text homogeneity or the steady state of properties in texts has been
touched very sporadically up to now (cf. Hiebi¢ek 2000). Some researchers
believe that Zipf-Mandelbrot’s law holds for whole texts, others believe that it
holds for parts, too. The emphasisison “believe”.

(2) In acertain sense, living systems can be classified in homogeneous and
non-homogeneous ones. Non-homogeneous systems are those whose parts (com-
ponents, elements, organs) are different, e.g. organisms, but at the microscopic
level they may be homogeneous, consisting of cells. A text can be considered
homogeneous if clauses, words or syllables are considered its elements. For
homogeneous systems Menzerath’s law holds; for non-homogeneous systems its
counterpart, the allometric law holds. Both are power functions but the ex-
ponents have different signs. But if, at a certain linguistic level, we do not con-
sider the entities as a uniform class, e.g. the class of “words’ is partitioned in
parts of speech, the text automatically gets non-homogeneous; its entities abide
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by different regularities influenced by those of other entities, there are depend-
encies, interrelations, etc.

Let us illustrate these circumstances by two examples. Consider the word
length distribution in Goethe's Letters. Adhering to Grotjahn's proposal (1982),
who for this purpose randomized the parameter of the displaced Poisson dis-
tribution by the gamma distribution and obtained the displaced negative binom-
ial distribution’. We fit the latter to two Letters of Goethe. Taking the texts
separately, it yields an excellent fit, as shown in Table 2.1. But if we add the
data of the two Letters, we still obtain the negative binomial; however, the fit is
poorer. The parameters k of the two letters are too different to belong to the
same population. A chi-square test for homogeneity corroborates it. However,
this may simply be caused by the very disagreeable property of the chi-square,
which increases with increasing sample size.

Table2.1
Fitting the 1-displaced negative binomial distribution to Goethe's L etters’
(Altmann 1992)

Letter No. 612 Letter No. 647 612 + 647

X f, NP, f, NP, f, NP,
1 164 162.68 259 250.16 423 422.36
2 105 104.13 132 125.65 237 230.40
3 35 38.83 37 46.65 72 84.96
4 15 11.02 19 15.55 34 26.32
5 1 3.33 6 4.89 7 7.38
6 - - 1 2.10 1 2.58

k = 6.0542 k = 2.0100 k =3.1764

p = 0.8942 p= 0.7545 p = 0.8246

X2= 3.46 X2= 395 X2= 551

DF= 2 DF=3 DF=3

P= 0.18 P=0.27 P=0.14

Thus all Letters of Goethe, if added, do not constitute a homogeneous popul ation,
and if we add more of his works, we do not obtain a word length population
called “Goethe’. If we add works by other writers, we do not set up a word
length (or other) population called “German” — afact discovered long ago by JK.
Orlov (1982). Thus a word length population could be truly represented by a

1A number of other distributions capturing word length can be found in Wimmer, Altmann
(1996), Wimmer, Witkovsky, Altmann (1999).
® Thedlight differencesin results are due to the improvement of the software.
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weighted sum of probability mass functions. If one would consider also the part-
of -speech character of words, one would obtain a sum of multidimensional prob-
ability distributions. Needless to say, every science is simplification and approxi-
mation, and we are not always aware or not forced to be aware of the basic non-
homogeneity of our data.

The next case shows that one can avoid non-homogeneity simply by leav-
ing a certain property aside. A typical case is that of rank-frequency distribution
of words. One sets up this distribution considering all words as equivalent and
ignores the fact that they belong to different parts-of-speech (or other) classes
each having its own distribution. Consider an artificial example shown by Po-
pescu, Altmann, Kohler (2009) and presented in Table 2.2. We divide the words
in 4 classes and for each class we obtain the rank-frequencies. In a hypothetical
case we may obtain the distributions in Table 2.2. Here in most of the cases the
same rank consists of quite different frequencies, and the theoretical distributions
—even if they would be of the same type — would have different values of para-
meters. The situation is graphically presented in Figure 2.1.

Table2.2
Ranking of different components

rank fq fs fa f4

1 30 16 8 4

2 20 12 5 2

3 12 8 2 1

4 7 5 1 1

5 4 2 1 1

6 2 1 1

7 1 1

8 1 1

9 1 1

10 1 1

Now, if we ignore the classes, i.e., homogenize the result, then we re-rank the
whole field in such a way that the higher frequency of any element attains auto-
matically alower rank and the lower frequencies of all components are placed at
the next ranks. In this way, we obtain the usual picture of rank-frequency dis-
tributions. In the above example we obtain the overal frequency sequence: 30,
20,16, 12,12,8,8,7,5,5,2,2,2,2,1,1,1,1,1,1,1,1,1,1,1,1,1,1, 1. Since
it is simpler to consider one global case than many local ones, the first approx-
imation yielding a more realistic image would not be the recourse to the ssmple
Zipf-distribution or its generalizations but rather to a superposition of functions
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Figure 2.1. Rank-frequency distributions with partition of the overall classinto
four components

capturing each stratum separately and summing up to a common function. As a
matter of fact, thisis possible, at least in this case, as will be shown in Chapter 3.
Such a homogenization of the data from Table 2.2 is shown in Figure 2.2. The
strata disappear but can be reconstructed in the model.
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Figure 2.2. Re-ranking (homogenizing) the datain Table 2.2
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In spite of non-homogeneities, any textual phenomenon can be modelled, but
we should not see in our models an “eternal truth”. They are simplifications,
approximations, and conscious omissions of aspects which are not in the focus of
our analysis. They are pieces of mosaic by means of which we try to compose a
picture whose contents is unknown and can be re-built any time.

Thus, sampling in textology should be purposeful. We should not forget that
data are not given a priori and we do not collect them like strawberries but we
create them. They are conceptual creations in the same sense as the concepts
themselves that refer to them. They should be based on a hypothesis and col-
lected using operationalized criteria which are not contained in the data but are
again our concepts created for the given purpose. In textology, sometimes the
authoritative sampling may be more adequate than random or systematic sam-

pling.



3. A new view on Zipf'slaw

“Zipf's law” is the general name by which the relation between the frequency f,
and the rank r of any linguistic elements has been baptized. The number of
formulas capturing this regularity is enormous (cf. http://www.nslij-genetics.org/
wli/zipf/ created by Wentian Li). Their exuberance was caused by two circum-
stances: (1) The researchers tried to give it a better substantiation than Zipf and
arrived automatically at different formulas. A part of the formulas are general-
izations of the zeta distribution, another part are empirical modifications of
Mandelbrot’s approach (which is itself a generalization of zeta) and a third part
contains ad hoc trials based sometimes on analogies, proliferates in serendipity
and is full of endeavours to obtain a better fit to data. Since the new mathemat-
ical trials are made mostly by non-linguists, a failure in fitting a model to the
given data is in turn corrected by a modification of the model. This technique
enhances mathematical complexity. (2) However, in case of a failure, linguists
concentrate on the first of the three steps of improvement: (a) check the data, (b)
check the computation, (c) check the model. Since computations are performed
today by means of a computer, textologists may concentrate only on data. But
even textologists believe that data are given a priori. However, before one
collects data, one must create them in the light of a hypothesis. A very remark-
able example is, e.g., the modelling of the distribution of sentence length in texts
having no punctuation e.g. Early High German official records. Here, “sentence
length” is a concept which must be operationalized very exactly, otherwise one
document = one sentence, then data are created from the text and, in the end,
sentence length can be measured. In simple cases textologists operationalize a
property and the measurement unit, but the non-homogeneity of the text — men-
tioned in the previous chapter — is mostly not worth of attention. In a stage play
there are as many parts as there are acts and as many strata as there are actors. If
we mix up the shares of all actors in a unique data file, we sometimes obtain a
not very regular function which significantly deviates from our previous models.
And though the non-homogeneity is not so conspicuous in many texts, we have,
nevertheless, severa different intrinsic and extrinsic non-homogeneities which
must be taken into account. They are due to (objective and subjective) conditions
under which the text was created.

In the case of word-form frequencies we have different parts of speech
which can in turn be classified as autosemantics and synsemantics; there is the
speech of the author and that of acting persons, the functions of words in the
sentence, the restrictions of the genre, the technical domain within a genre, the
style, etc. This all forms strata within which there is a leading element and a
regularly decreasing share of the other elements. Here we conjecture further that
within each stratum — if it is determined adequately — the decrease of frequencies
of individual elements is very regular and has an exponential form or, considered
in discrete steps, a form of a geometric sequence. If this conjecture is correct,
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then it can serve as an external criterion for class forming in text or in language.
If we ignore the strata and re-rank the frequencies according to their magnitude
in the whole text, we obtain a superposition® of exponential elements which can
be expressed as

B f(r=) Ae™ =Ae"™ + A"+ .+ Ae"™,
i=1

where n is the number of relevant strata, A is the amplitude, a the decay coef-
ficient, r is the rank and f(r) is the frequency at rank r. Since the frequency can-
not be smaller than 1, the formula can be improved by adding 1 to the sum, i.e.
(Popescu, Altmann, Kéhler 2009)

32 f(r=1+> Ae"™ =1+ Ae"™+ Ae"™ +. .+ Ae"™,
i=1

which can be written also as

33 f(r)=1+> Aq .
i=1

The sum (3.3) is a linear combination of the terms which are solutions of
difference equations

AP, PR -Pg, —a,i=01...,n,
Px—l PX—l

or, written in the equivalent form,
Px = (1-1—81 ij_j_’ [ =04,...,n.

It is a specia case of the general approach introduced by Wimmer and Altmann
(2005). The number of summands (n) is the greater, the more independent strata
are in the text. However, with word-form frequencies usually not more than two
strata are active, namely that of autosemantics and that of synsemantics which
are not independent. If there is a well balanced cooperation, even one component
of (3.2) issufficient for capturing the data. If two components are necessary, then
the strata can e.g. be stylistically differently emphasized. For example in a very

! The idea of modelling rank-frequency distributions with the aid of superpositions has a longer
history, cf. e.g. Altmann (1992): “...if one does not separate the individual strata, the models of
rank-frequency distributions should aways be presented as superpositions of distributions.”
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ornamental style the tail of the sequence may be considerably prolonged. In that
case one can identify the following components: that with great A; but small g
belonging to the quickly decreasing class, namely that of synsemantics, and that
with small A; but great g, being the slowly decreasing class of autosemantics. The
necessity of a third or of more components gives a possibility of philological
interpretations.

Usualy, one models the rank-frequency phenomenon using a discrete
probability distribution. Zipf himself did not do it, he smply found a relation-
ship, but was criticized for this reason (cf. e.g. Joos 1936), other researchers did
it and were criticized, too, because rank is no random variable but a position in a
sequence. This is probably the source of the myth of tautology of Zipf's law.
However, an ordered set is no myth and if the ordering can be expressed form-
aly, there is neither an empirical nor a theoretical reason not to do it. Ranked
frequencies ssimply represent a decreasing sequence of numbers, and the ranks
are no measurable properties which could be ascribed to the words in the text by
(operational) definition. If we do not expect more, there is no obstacle for seek-
ing the form of this regularity.

What more, the theoretical sequence (3.2) can even be replaced by a
continuous function which would be a different approximation to the ordering
regularity. As already mentioned, continuity and discreteness are properties of
our concepts used especially in mathematical models, and not properties of
reality.

Needless to say, the model of the sequence can be normalized and in that
case it yields a discrete probability distribution. The ranks play the role of an
auxiliary random variable and no additional linguistic interpretation is necessary.
The distributional approach has, however, some disadvantages. First, there are no
homogeneous texts with infinite inventory, hence each theoretical distribution
must be truncated at the right side. The mgjority of the models do not care for
this circumstance. Second, the goodness-of-fit is estimated using the chi-sgquare
test whose weaknesses are well known. The major ones are: (i) the deviations in
classes with great frequencies obtain a small weight but those with small fre-
guencies great weights even if the small frequency can be caused by small
sample size. That means, the goodness of fit can be decided on the basis of un-
reliable classes. Pooling of frequency classes helps to moderate this flaw. (ii) The
weighting of deviations is asymmetric. The same difference between theoretical
and empirical frequency can obtain different weight: if eg. O =5 and E = 3, the
difference is |O-E| = 2, and the component of the chi-square yields (5-3)%/3 =
1.33, but if O = 3 and E = 5, the component is (3-5)%5 = 0.8. (iii) The usual chi-
square test is a specia case of the Cressie-Read statistics, in which the exponent
need not be 2 but can be optimized. (iv) The chi-square is a sum of sguared
normal variables, i.e. based on normality of deviations. But in language there are
no normal deviations; all of them are made in favour of the speaker/writer; they
are always skewed. In language there are not even normal distributions. Such a
state, i.e. normality, contradicts the nature and the development of language, as
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has been shown in many publications. (v) Many linguists consider the signif-
icance level, e.g. a = 0.05, as a mysterious holy entity existing somewhere in the
reality. But it is merely a modest help for our persona decisions about accepting
or rglecting the result. (vi) However, possibly the greatest deficiency is the de-
pendence of the chi-square on sample size and on degrees of freedom. Frequently
no degrees of freedom remain because of the necessity of pooling some classesin
small samples. But many linguistic samples are enormoudly large and the chi-
square grows arithmetically, i.e. it does not help us to decide if we fixed the
significance level apriori. In order to alleviate the decision, different contingency
coefficients (Cramér, Tschuproff, Pearson) have been proposed in which the
sample size or even the degrees of freedom disappear but at the same time the
significance level gets senseless. We must decide(!) which result will be accepted
and which not.

Thus, using a sequence, we get rid of the chi-square and can carry out our
decisions using the simple determination coefficient measuring the relative
amount of “unexplained” deviations of data from the model.

In what follows, we show different cases from different languages. The
“goodness-of-fit” or rather, the adequateness of (3.2) will be signalized by means
of the determination coefficient

OGS
(34) R =1-1< ,

STt - T

where f (r) are the values computed according to (3.2) and f is the mean of em-

pirical frequencies. The numerator contains the squares of unexplained deviat-
ions and the denominator the total variation of frequencies. The distribution of
thisindicator is not known, an R? > 0.9 is considered a very good fit.

The fitting has been performed iteratively. In Table 3.1 the fitting of (3.2)
to rank-frequency sequences in 100 texts in 20 languages is presented. The re-
sults are taken from Popescu, Altmann, Kéhler (2009). In all cases two com-
ponents of (3.2) were sufficient to capture the decrease of frequencies, as illus-
trated in Figure 3.1 for Goethe's Erlkoenig (G 17). Thetitles of texts are given in
the Appendix of the book Popescu et a. “Word frequency studies‘ (2009).
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Table 3.1

Fitting (3.2) to word rank-frequencies in 100 texts from 20 languages
(data taken from Popescu, Altmann, Kohler 2009)

(B = Bulgarian, Cz = Czech, E = English, G = German, H = Hungarian, Hw = Hawaiian, | =
[talian, In = Indonesian, Kn = Kannada, Lk = Lakota, Lt = Latin, M = Maori, Mg = Marquesan,
Mr = Marathi, R = Romanian, Rt = Rarotongan, Ru = Russian, S = Slovenian, Sm = Samoan, T

= Tegalog)
ID A a A, a R present | R Zipf
B 01 47.6626 1.8310 11.7204 | 24.6430| 0.9878 0.9837
B 02 11.8851 | 9.8591 1.8616 | 22.8208| 0.9858 0.8705
B 03 11.3883 | 10.6940 3.8979 | 30.8570| 0.9905 0.8790
B 04 18.2279 | 2.0296 95736 | 17.9197| 0.9901 0.9619
B 05 12.2884 | 12.7005 10.4218 1.9141| 0.9888 0.9367
Cz01 89.8092 1.5034| 10.0834 | 29.8773| 0.9918 0.9764
Cz02 139.1469 | 0.7742 17.2807 | 19.6472 | 0.9821 0.9767
Cz 03 425.0694 | 0.8345| 54.2745| 20.1402| 0.9845 0.9832
Cz04 70.6745 | 0.7588 7.1370 | 23.8965| 0.9744 0.9537
Cz 05 194.2721 | 0.9509 15.1312 | 20.7528 | 0.9919 0.9715
EO1 142.7565 | 3.7490| 16.3789| 53.1611| 0.9956 0.9620
E 02 166.6249 | 2.3215| 47.3363| 30.8223 | 0.9819 0.9661
E 03 2629265 | 3.0351| 34.0817| 375747 | 0.9873 0.9752
E 04 507.9130 | 2.2501| 39.3783| 49.7372| 0.9881 0.9870
E 05 339.0010 | 2.4760| 58.7252| 33.4563| 0.9802 0.9822
E 07 2554869 | 4.8007| 354756 | 54.8410| 0.9933 0.9347
E 13 793.2101 | 3.1952 | 106.0313 | 52.8682 | 0.9682 0.9800
G 05 32.3930 | 3.4098 4.6964 | 29.8436 | 0.9938 0.9646
G 09 257526 | 3.3468 8.1681 | 25.4876| 0.9850 0.9626
G 10 17.3132 | 4.1391 4.6533| 26.4403| 0.9870 0.9402
G11 17.1652 | 2.6471 58477 | 239797 | 0.9796 0.9593
G12 25.1615| 0.6162 8.9478 9.1158 | 0.9873 0.9514
G14 7.0453 | 7.6272 5.3720 1.5982 | 0.9867 0.9349
G17 6.3872 | 14.9185 6.1660 24572 | 0.9824 0.9349
H 01 692.3412 | 0.8109| 21.2372| 235043 | 0.9847 0.9600
H 02 1047.3379 | 0.4214 | 36.7323 6.3047 | 0.9809 0.9365
H 03 165.3035 | 0.7452 3.9648 | 14.8825| 0.9962 0.8864
H 04 132.8165 1.5791 53124 | 33.1712 0.9923 0.9451
H 05 53.8344 1.5057 44435 | 15.7462 | 0.9732 0.9093
Hw 03 3352463 | 2.6859| 63.4549| 32.2045| 0.9866 0.9489
Hw 04 523.6375| 3.6290| 156.9179 | 30.5724 | 0.9845 0.9154
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Hw 05 414.8637 | 7.2201| 74.9028 | 52.8651| 0.9911 0.8742
Hw 06 865.3743 | 3.0457 | 275.3415| 27.1237| 0.9868 0.9352
| 01 381.6416| 6.4239| 529336| 84.5937| 0.9886 0.9336
| 02 251.6319 | 55728| 26.3236| 86.1026| 0.9906 0.9559
| 03 832.7973| 0.3395| 20.6710| 13.6196| 0.9854 0.9523
| 04 118.2232 | 5.0067| 24.1761| 53.5882| 0.9884 0.9385
I 05 39.6387 | 5.7866 8.8788 | 46.0830| 0.9912 0.9293
In 01 12.5099 | 2.4489 7.0419 | 19.6398 | 0.9821 0.9486
In 02 142350 | 3.6192 48314 | 26.4565| 0.9722 0.9583
In 03 10.0663 | 2.8763 55343 | 24.6120| 0.9805 0.9565
In 04 9.5023 | 2.5123 3.8019 | 31.2883| 0.9712 0.9574
In 05 2322849 | 0.2549| 10.9070| 21.3090| 0.9901 0.8843
Kn 003 90.7911| 2.1976| 10.4363| 106.3604 | 0.9730 0.9775
Kn 004 22.7563 | 2.4168 57317 | 48.8011| 0.9713 0.9699
Kn 005 133.3226 | 4.0828| 11.0701 | 162.9435| 0.9576 0.9105
Kn 006 60.1808 | 9.2704 | 11.7639 | 184.1050 | 0.9884 0.9522
Kn 011 51.6393 | 8.4017 9.1712 | 169.9285| 0.9886 0.9666
Lk 01 13.5811| 3.7493 8.3654 | 16.0503 | 0.9863 0.9348
Lk 02 107.5765 | 3.8529| 28.6775| 255444 | 0.9843 0.9510
Lk 03 585481 | 33771| 16.6441| 21.9140| 0.9929 0.9527
Lk 04 20.5803 | 1.1772 8.9748 | 10.1449 | 0.9888 0.9801
LtO1 423.6948 | 0.7583| 18.3468 | 32.9066| 0.9684 0.9078
Lt 02 751.1495| 0.6394| 32.6985| 31.7868| 0.9837 0.9335
Lt 03 88.3092 | 4.8911| 15.2459 | 101.7612| 0.9720 0.9832
Lt 04 95.6604 | 6.4113| 16.2275| 101.1050| 0.9895 0.9463
Lt 05 33.0904 | 3.2367 6.6660 | 52.5286 | 0.9862 0.9713
Lt 06 12.6603 | 4.4508 53476 | 33.0414 | 0.9667 0.9325
M 01 171.7642 | 4.3245| 19.7968 | 52.0033| 0.9879 0.9225
M 02 533.0407| 0.5286| 48.7393| 14.2415| 0.9/91 0.9693
M 03 146.7155| 3.2391| 21.3397| 36.0318| 0.9944 0.9557
M 04 4193777 | 0.6036| 60.6588| 11.5735| 0.9666 0.9763
M 05 252.6075| 4.1815| 46.6180| 45.1287| 0.9947 0.9306
Mq 01 951.7665 | 0.5637| 89.5533| 17.7090| 0.9863 0.9588
Mq 02 40.6507 | 15969 | 20.4135| 12.6506 | 0.9926 0.9655
Mq 03 353.1811| 1.7158| 225446 | 31.8669 | 0.9931 0.9856
Mr 001 88.2739 | 26860| 13.1552| 87.4096 | 0.9842 0.9815
Mr 018 155.3090 | 21488 | 24.7275| 67.2207| 0.9799 0.9863
Mr 026 68.5407 | 7.3158| 13.1804 | 115.1534| 0.9863 0.9633
Mr 027 90.9947 | 4.9799| 20.1624 | 107.3354 | 0.9846 0.9456
Mr 288 771276 | 5.0675| 154370| 924166 | 0.9750 0.9683
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RO1 584179 | 34730| 17.2254| 36.6148 | 0.9745 0.9571
R 02 1435423 | 15010| 37.3312| 19.1053| 0.9780 0.9802
R 03 150.1334 | 0.8192| 20.1034| 20.6761| 0.9820 0.9778
R 04 53.0530| 2.7114| 10.7788| 39.8437| 0.9919 0.9798
R 05 52.8419 | 13771| 19.3840| 18.2109| 0.9783 0.9743
R 06 780.6832 | 0.2459| 16.7087| 14.2653| 0.9835 0.9350
Rt 01 1495175 | 22242 | 20.1494| 24.3286| 0.9875 0.9645
Rt 02 63.7045| 3.7346| 19.8587 | 21.9803| 0.9946 0.9316
Rt 03 66.1102 | 3.1313| 18.7931| 27.3862| 0.9844 0.9465
Rt 04 514438 | 3.1368| 14.4738| 21.9869| 0.9873 0.9358
Rt 05 67.5625| 2.8563| 25.8076| 27.2637| 0.9950 0.9469
Ru 01 324246 | 3.8477 59434 | 38.7897 | 0.9894 0.9604
Ru 02 164.8501 | 2.2460| 23.2986| 39.4434| 0.9829 0.9915
Ru 03 159.8507 | 1.4801| 59.9352| 23.2243| 0.9750 0.9620
Ru 04 1238.3964 | 0.4439| 101.5338 | 20.6088 | 0.9614 0.9571
Ru 05 729.2764 | 3.9273| 78.0923| 76.1505| 0.9823 0.9807
S 01 744823 | 1.4018 9.1997 | 24.1027 | 0.9873 0.9760
Sl 02 78.1667 | 1.7823| 19.2220| 32.4544| 0.9916 0.9823
Sl 03 1255762 | 3.3095| 11.1064| 60.4119| 0.9899 0.9604
S04 466.1931 | 2.0011| 36.1672| 36.6358 | 0.9900 0.9912
Sl 05 2054954 | 4.8968 | 27.2849| 75.8361| 0.9905 0.9490
Sm 01 1845525 | 1.8381| 55.9253| 15.6411| 0.9927 0.9678
Sm 02 1115533 | 3.5886| 20.4309| 29.3903| 0.9910 0.9450
Sm 03 39.1556 | 7.4565 9.0093 | 24.0300| 0.9928 0.8708
Sm 04 85.2935| 28670| 18.1053| 21.9164| 0.9961 0.9563
Sm 05 275367 | 1.6852| 25.0664| 11.8320| 0.9930 0.9263
TO1 105.9746 | 5.7859 7.9899 | 49.1539 | 0.9887 0.8817
T 02 135.6945 | 5.2386 8.7591 | 53.5378 | 0.9759 0.8685
T 03 136.0871 | 6.1231| 14.8813| 41.0608 | 0.9907 0.8923
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Figure 3.1. Two exponential component fitting of (3.2)
to word rank-frequencies of Goethe's Erlkoenig .
(thefitting data are given in the row (G 17) of Table 1)

In order to compare the results of fitting (3.2) with Zipf's zeta sequence,
the determination coefficient has been computed for both sequences. In spite of
all critics, Zipf’s intuition was excellent. The present approach improves slightly
his results and this is due not only to the increased number of parameters but to
the fact that approach (3.2) takes stratification into account. For a more lucid
comparison the determination coefficients of both approaches are presented
graphically in Figure 3.2. As can be seen, Zipf’s approach almost always attains
R > 0.9 but (3.2) isin all cases better and is always greater than 0.95.
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Figure 3.2. Comparing the present fit with the Zipfian (the abscissa
does not represent a variable but the number of the text from Table 3.1)

In all cases also three components of (3.2) have been taken into account
but not always an improvement has been achieved. In 27 cases out of 100 the
fitting with two and three components of (3.2) yielded the same result as shown
in Table 3.2.

Table 3.2
Cases in which the determination coefficients for fitting (3.2)
with two and three components are identical

ID R? ID R?
B 02 0.9858 Kn 005 0.9576
B 03 0.9905 Lk 01 0.9863
E 01 0.9956 M 01 0.9879
G05 0.9938 M 03 0.9944
G 10 0.9870 M 05 0.9947
G11 0.9796 Rt 01 0.9875
G14 0.9867 Rt 02 0.9946
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G17 0.9824 Ru 01 0.9894
H 05 0.9732 S 03 0.9899
Hw 03 0.9866 Sm 03 0.9928
In01 0.9821 Sm 04 0.9961
In 03 0.9805 T01 0.9887
In 04 0.9712 T02 0.9759
In 05 0.9901

However, even in cases when the third component brings a certain improvement,
itisusualy irrelevant in statistical sense but perhaps relevant philologically. The
overall mean R? = 0.9848 for fitting with two components and R? = 0.9911 for
fitting with three components differ merely by 0.0063.

Table 3.3 shows some results and the identity of parameters up to 4
components. In some of the texts up to 4 strata can be traced down. If astratumis
not present, the exponential parameter equals one of the preceding ones. Thisisa
unique method for a deeper insight in the text forming and a chalenge for
philologists. From the statistical point of view, maximally two components of
(3.2) are necessary in order to capture any word-form rank-frequency sequence.

Rank frequency sequences exist in all domains of language, even at the
lowest level, with sounds or phonemes. One can consider e.g. phonemes as a
closed class of equivalent entities or partition the inventory in vowels, conson-
ants, semivowels, diphthongs, glides etc. As is well known, ranked frequencies
of phonemes do not always display smooth monotonously decreasing sequences.
The above technique could give hints at the stratification of contrasts.
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4. The h-point

The h-point can be defined as that point at which the straight line between two
(usually) neighbouring ranked frequencies intersects the y = x line. Solving two
simultaneous equations we obtain the definition

r, if thereisan r = f(r)
@1 h={ flOr,-f0)r

, —, if thereisnor = f(r) -
r=n+f0)-f())

In other words, the h-point is that point at which r = f(r). If there is no such point,
one takes, if possible, two neighbouring (i) and f(j) such that f(i) > r; and f(j) <
r. Mostly r; + 1 = r;. As an example consider the last column in Table 2.2 in
Chapter 2 where we have

r 1, 2, 3, 4,5
flry 4,21 1,1

Here, evidently h = 2 because the frequency at rank 2 is 2. However, the overall
sequence of frequenciesin Chapter 2 is

r 1, 2, 3, 4, 5 67,8910,11, 12,13, 14,15, 16, 17,18,19,20, 21,22,23, 24,25, 26,27,28,29
f(r) 30,20,16,12,12,8,8,7,5,5,2, 2,2, 2,1, 1,1,1,1,1,1,1,1, 1,1, 1,1,1, L.

Here, thereisnor =1(r), butr =7, f(7) =8 and r = 8, f(8) = 7 fulfil the above
condition. Inserting these values in the second part of (4.1) we obtain

__f(me-f@7 _88)-7(7) _,.
- 8-7+f(7)-f(B) 8-7+8-7

here the average of two ranks, but it need not be always the case. Other comput-
ing possibilities have been presented in the extensive literature. The h-point has
been created in scientometrics by Hirsch (2005) and discussed there and in
documentation mathematically (cf. e.g. Bornmann, Daniel 2005; Egghe 2007a,b,
2008; Egghe, Rao 2008; Egghe, Rousseau 2006; Rousseau 2007; Rousseau, Liu
2008); in linguistics it appeared for the first time in Popescu (2007). This
remarkable point is an attractive fixed-point having different uses in textology
(cf. http://en.wikipedia.org/wiki/ Fixed point_%28mathematics%?29).

In other applications, e.g. parts of speech, where the inventory is too
small, neither of the two conditions may be fulfilled. For example in the se-
quence
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r 1, 2, 3,45 6
f(r) 100, 80, 60,50,40,30

where al f(r) > r. The problem can be solved in different ways but we prefer the
transformation

(4.2) () =1f(r)—f(V) + 1, fordl r,

where V is the greatest rank, warranting that (V) = 1 < V. For the above se-
guence we obtain

100-30+ 1 =71 etc.
hence

r 1, 2, 3, 4,56
f*(r) 71,51,31,21,11,1

wherer =5 and 6 fulfil the above condition and one obtains h = 5.55.

The h-point seems to be an important indicator in rank-frequency phen-
omena. As is well known, every text consists of autosemantics which bring up
the theme and the concomitant information, and of synsemantics which care for
correct relations between autosemantics and sentences, furnish references and
modify the autosemantics. The number of synsemantics is always greater than
that of autosemantics, and usually they occupy the first ranks. The h-point forms
a fuzzy threshold between these two kinds of words. Of course, some syn-
semantics seldom occur — depending on style — and occupy some higher ranks.
On the other hand, some autosemantics may occur more frequently than f(h) and
their occurrence in the pre-h domain signalizes their association to the theme of
the text. In fiction one often finds proper names in the pre-h domain but in
scientific and technical texts these words are always thematic words. The more
autosemantics are in this domain and the more frequent they are, the greater the
thematic concentration of the text. Popescu and Altmann (2007a) proposed the
indicator of thematic concentration in form

(h—r)f(r’)
(43 TC= Z “h(h-1)f (1)’
wherer” are the ranks of autosemantics occupying ranks smaller than h. Here the
difference between the pertinent ranks is weighted by the given frequency, and
the sum of the differences is divided by the possible maximum. Since TC is a
very small number, one usually multiplies it by a constant, e.g. 1000 and obtains
a thematic concentration unit tcu = 1000(TC). A survey of tcu-values can be
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found in the book Popescu et al. (2009) and a recent extension of the TC concept
in Tuzzi, Popescu, Altmann (2009).

Some further useful indicators and functions associated to the h-point are
the crowding of autosemantics, autosemantic pace filling, autosemantic compact-
ness and writer’s view (cf. Popescu 2007; Popescu, Altmann 2006a,b, 2007
Popescu, Best, Altmann 2007; Popescu et al. 2008; Macutek, Popescu, Altmann
2007) all of which can be used for stylistic analyses and can provide us with a
deeper insight in the structure of texts.

Here we shall consider the angles of the rank-frequency distribution and
present bi- and triangular text and language classifications.

Three relevant angular fields imply the h-point, as shown in Figure 1,
namely the “writer’s view” angle o between the distribution end (P,) and top (P»,)
as seen from the h-point (H), baptized in this way because one can imagine the
writer “ditting” at this point and controlling the equilibrium between auto-
semantics and synsemantics (cf. Popescu, Altmann 2007); the view angle g of
the autosemantic arch span (P;H) as seen from the top (P,), and the view angle y
of the synsemantic arch span (P,H) as seen from the end (P,). One can imagine
these angles as word-frequency self-regulation means. They are unconscious but
they care for shaping the frequencies. Texts can attain some extreme points, but
the variation is very restricted.

Let us further derive the expressions of the natural cosines of these angles
(“natural” means in radians) starting from the general expression of the scalar
(dot) product of two vectors a (ay, &) and b (by, by), namely

. b b
COSazabz &b +ab,

(4.9 ab [(axz N ayz)uz}[( bx2+ byz)y2:|

and from the particular coordinates of the corners of the distribution
characterigtic triangle P,P,H given by

P, (V, 1)
P, (1, (1))
H (h, h)
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P,(1,f(1))

word frequency f(r)

0 rank r

Figure 4.1. Characteristic a, 3 and y view angles associated to the h-point

respectively from the particular vectors

a(ax=—-(h-1); a,= f(1) ) directed fromH to P,
b (by=V-h; by=—-(h-1)) directedfromH toP,
c(ck=(V-1); ¢,= Hf(1) —1)) directed from P, to P,

Thus, for “writer’s view” cos o we get*

Cab_ = [(h-D(f@® -h) + (- -]
B [(h-12+ (f@ - hy || (-9 + (v = hY]

12

and, similarly, for the “autosemantics view” cos 3

! Actually, the original writer’ s view formula (Popescu, Altmann 2007) differs from Eq. (4.5) by

merely replacing (h — 1) through h so that both expressions give practicaly the same results for
h>> 1.
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(4.6) cosb =

and for the “synsemantics view” cosy

Finally, it should be noted that the angle sum is always subjected to the geo-
metrical condition a« + § + y = x, hence only two angles are necessary to fix the

—aC

(h-Dv-9) + FO-D(fO-h

ac

triangle shape.

The view angles a, S, v (in radians) of 176 texts in 20 languages as com-
puted with the above formulas are given in Table 4.1 and Table 4.2 (for language

(-2 (1@ -nf ] [v-22+¢@-2]"

V-V —h + (h-1(f@)-1)

bc (v -D% + (f(1)—1)2]”2[(h—1)2+ v - h)z]y

2

averages).? The resulting relevant graphs are presented in Figure 4.2 for the angle

dependence on the text size N, in Figures 4.3, 4.6, and 4.9 respectively for the bi-
angular <a,>, <a,y>, and <y,3> text classification, in Figures 4.4, 4.7, and 4.10
for the corresponding suggested models, and in Figures 4.5, 4.8, and 4.11

respectively for language averages.

Table4.1

Three angleviews a, S, y (in radians) of 176 textsin 20 languages
(N = text length, V = text vocabulary, f(1) = the greatest frequency in text,

h-point rounded to integer)

Text 1D

N

Vv

() | h a B y
B 01 761 | 400 | 40 | 10 | 1.8853 | 1.1819 | 0.0744
B 02 352 | 201 | 13 | 8 | 25576 | 05603 | 0.0237
B 03 515 | 285 | 15 | 9 | 25271 | 05942 | 0.0203
B 04 483 | 286 | 21 | 8 | 20899 | 1.0068 | 0.0449
B 05 406 | 238 | 19 | 7 | 20604 | 1.0313 | 0.0498
B 06 687 | 388 | 28 | 9 | 1.9904 | 11026 | 0.0485
B 07 557 | 324 | 19 | 8 | 21507 | 09484 | 00335
B 08 268 | 179 | 10 | 6 | 24957 | 06242 | 00216
B 09 550 | 313 | 20 | 9 | 22250 | 0.8812 | 00345
B 10 556 | 317 | 26 | 7 | 1.8960 | 1.1860 | 0.059
Cz0L | 1044 | 638 | 58 | 9 | 1.7454 | 1.3197 | 0.0765

2 The data were taken from Popescu et al. (2009) . The languages used are: B = Bulgarian, Cz =
Czech, E = English, G = German, H = Hungarian, Hw = Hawaiian, | = Italian, In = Indonesian,
Kn = Kannada, Lk = Lakota, Lt = Latin, M = Maori, Mq = Marquesan, Mr = Marathi, R =

Romanian, Rt = Rarotongan, Ru = Russian, S| = Slovenian, Sm = Samoan, T = Tagalog.
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Cz 02 984 543 56 11 1.8083 1.2510 0.0823
Cz 03 2858 1274 | 182 19 1.6951 1.3196 0.1269
Cz04 522 323 27 7 1.8812 1.1988 0.0616
Cz 05 999 556 84 9 1.6917 1.3161 0.1338
Cz 06 1612 840 106 13 1.7136 1.3180 0.1100
Cz 07 2014 862 134 15 1.7044 1.3004 0.1367
Cz 08 677 389 31 8 1.8846 1.1982 0.0588
Cz 09 460 259 30 6 1.7960 1.2535 0.0922
Cz 10 1156 638 50 11 1.8377 1.2430 0.0608
EO1 2330 939 126 16 1.7226 1.3028 0.1162
E 02 2971 1017 | 168 22 1.7348 1.2650 0.1418
E 03 3247 1001 | 229 19 1.6746 1.2611 0.2058
E 04 4622 1232 | 366 23 1.6530 1.2185 0.2701
E 05 4760 1495 | 297 26 1.6798 1.2832 0.1786
E 06 4862 1176 | 460 24 1.6435 1.1457 0.3524
E 07 5004 1597 | 237 25 1.6988 1.3113 0.1315
E 08 5083 985 466 26 1.6536 1.0726 0.4154
E 09 5701 1574 | 342 29 1.6781 1.2681 0.1954
E 10 6246 1333 | 546 28 1.6436 1.1303 0.3677
E11 8193 1669 | 622 32 1.6422 1.1619 0.3375
E12 9088 1825 | 617 39 1.6577 1.1795 0.3044
E 13 11265 1659 | 780 41 1.6496 1.0775 0.4145
G 01 1095 530 83 12 1.7457 1.2633 0.1326
G 02 845 361 48 9 1.7958 1.2387 0.1071
G 03 500 281 33 8 1.8694 1.1840 0.0882
G004 545 269 32 8 1.8814 1.1718 0.0883
G 05 559 332 30 8 1.9005 11754 0.0658
G 06 545 326 30 8 1.9009 1.1737 0.0670
G 07 263 169 17 5 1.9169 1.1541 0.0706
G 08 965 509 39 11 1.9339 1.1531 0.0546
G 09 653 379 30 9 1.9564 1.1302 0.0550
G 10 480 301 18 7 2.0905 1.0148 0.0362
G11 468 297 18 7 2.0908 1.0141 0.0367
G12 251 169 14 6 2.1601 0.9350 0.0466
G13 460 253 19 8 2.1661 0.9328 0.0427
G14 184 129 10 5 2.2778 0.8259 0.0380
G 15 593 378 16 8 2.3085 0.8122 0.0209
G 16 518 292 16 8 2.3143 0.8005 0.0269
G17 225 124 11 6 2.3985 0.7043 0.0388
H Ol 2044 1079 | 225 12 1.6327 1.3143 0.1946
H 02 1288 789 130 8 1.6371 1.3512 0.1533
H 03 403 291 438 4 1.6493 1.3420 0.1502
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H 04 936 609 76 7 1.6675 1.3613 0.1128
H 05 413 290 32 6 1.7784 1.2740 0.0893
Hw 01 282 104 19 I 2.0962 0.9341 0.1112
Hw 02 1829 257 121 21 1.8527 0.9351 0.3538
Hw 03 3507 521 277 26 1.7205 0.9836 0.4375
Hw 04 7892 744 535 38 1.6975 0.8733 0.5708
Hw 05 7620 680 416 38 1.7259 0.9246 0.4910
Hw 06 12356 1039 | 901 a4 1.6641 0.8064 0.6711
| 01 11760 3667 | 388 37 1.6829 1.3634 0.0953
| 02 6064 2203 | 257 25 1.6849 1.3520 0.1047
| 03 854 483 64 10 1.7550 1.2757 0.1109
| 04 3258 1237 | 118 21 1.7906 12731 0.0779
I 05 1129 512 42 12 1.9442 1.1393 0.0581
In 01 376 221 16 6 2.0577 1.0391 0.0448
In 02 373 209 18 7 2.0998 0.9899 0.0519
In 03 347 194 14 6 2.1560 0.9449 0.0407
In 04 343 213 11 5 2.1780 0.9357 0.0279
In 05 414 188 16 8 2.3285 0.7719 0.0412
Kn 003 3188 1833 74 13 1.7716 1.3367 0.0332
Kn 004 1050 720 23 I 1.9380 1.1814 0.0222
Kn 005 4869 2477 | 101 16 1.7516 1.3558 0.0343
Kn 006 5231 2433 74 20 1.9170 1.2025 0.0221
Kn 011 4541 2516 63 17 1.9119 1.2114 0.0182
Kn 012 4141 1842 58 19 2.0131 1.1074 0.0211
Kn 013 1302 807 35 10 1.9276 1.1831 0.0309
Kn 016 4735 2356 93 18 1.8010 1.3089 0.0318
Kn 017 4316 2122 | 122 18 1.7409 1.3518 0.0489
Lk 01 345 174 20 8 2.1410 0.9333 0.0672
Lk 02 1633 479 124 17 1.7538 1.1705 0.2172
Lk 03 809 272 62 12 1.8296 1.1328 0.1791
Lk 04 219 116 18 6 2.0110 1.0292 0.1013
LtO1 3311 2211 | 133 12 1.6665 1.4205 0.0547
Lt 02 4010 2334 | 190 18 1.6767 1.3914 0.0735
Lt 03 4931 2703 | 103 19 1.7886 1.3220 0.0310
Lt04 4285 1910 99 20 1.8169 1.2835 0.0412
Lt 05 1354 909 33 8 1.8516 1.2626 0.0275
Lt 06 829 609 19 7 2.0444 1.0776 0.0196
M 01 2062 398 152 18 1.7417 1.0811 0.3187
M 02 1175 277 127 15 1.7485 1.0182 0.3749
M 03 1434 207 128 17 1.7754 0.9964 0.3698
M 04 1289 326 137 15 1.7300 1.0602 0.3513
M 05 3620 514 234 26 1.7416 1.0248 0.3751
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Mq 01 2330 289 247 22 1.7424 0.7708 0.6284
Mq 02 457 150 42 10 1.9092 1.0281 0.2043
Mq 03 1509 301 218 14 1.6797 0.8809 0.5809
Mr 001 2998 1555 75 14 1.7892 1.3132 0.0391
Mr 002 2922 1186 73 18 1.8851 1.2103 0.0461
Mr 003 4140 1731 68 20 1.9588 1.1552 0.0276
Mr 004 6304 2451 | 314 24 1.6594 1.3646 0.1176
Mr 005 4957 2029 | 172 19 1.6969 1.3696 0.0752
Mr 006 3735 1503 | 120 19 1.7593 1.3154 0.0669
Mr 007 3162 1262 80 16 1.8131 1.2780 0.0505
Mr 008 5477 1807 | 190 27 1.7436 1.3083 0.0897
Mr 009 6206 2387 93 26 1.9385 1.1751 0.0280
Mr 010 5394 1650 | 217 27 1.7228 1.3046 0.1142
Mr 015 4693 1947 | 136 21 1.7534 1.3293 0.0589
Mr 016 3642 1831 63 18 1.9414 1.1757 0.0245
Mr 017 4170 1853 67 19 1.9394 1.1764 0.0258
Mr 018 4062 1788 | 126 20 1.7589 1.3236 0.0591
Mr 020 3943 1825 62 19 1.9772 1.1409 0.0235
Mr 021 3846 1793 58 20 2.0452 1.0754 0.0211
Mr 022 4099 1703 | 142 21 1.7465 1.3243 0.0708
Mr 023 4142 1872 72 20 1.9314 1.1826 0.0277
Mr 024 4255 1731 80 20 1.8886 1.2185 0.0345
Mr 026 4146 2038 84 19 1.8499 1.2599 0.0318
Mr 027 4128 1400 92 21 1.8599 1.2313 0.0505
Mr 028 5191 2386 86 23 1.9161 1.1992 0.0263
Mr 029 3424 1412 28 17 2.5508 0.5832 0.0077
Mr 030 5504 2911 86 20 1.8577 1.2613 0.0226
Mr 031 5105 2617 91 21 1.8568 1.2581 0.0267
Mr 032 5195 2382 98 23 1.8655 1.2448 0.0314
Mr 033 4339 2217 71 19 1.9122 1.2060 0.0234
Mr 034 3489 1865 40 17 2.1873 0.9421 0.0123
Mr 035 1862 1115 29 11 2.0870 1.0386 0.0161
Mr 036 4205 2070 96 19 1.8092 1.2953 0.0371
Mr 038 4078 1607 66 20 1.9745 1.1386 0.0285
Mr 040 5218 2877 81 21 1.8995 1.2212 0.0208
Mr 043 3356 1962 44 16 2.0703 1.0571 0.0142
Mr 046 4186 1458 68 20 1.9609 1.1479 0.0327
Mr 052 3549 1628 89 17 1.7994 1.2981 0.0441
Mr 149 2946 1547 47 12 1.8825 1.2365 0.0226
Mr 150 3372 1523 64 16 1.8836 1.2265 0.0314
Mr 151 4843 1702 | 192 23 1.7133 1.3295 0.0987
Mr 154 3601 1719 68 17 1.8842 1.2278 0.0296
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Mr 288 4060 2079 84 17 1.8130 1.2965 0.0322
Mr 289 4831 2312 | 112 19 1.7698 1.3316 0.0401
Mr 290 4025 2319 42 17 2.1471 0.9838 0.0107
Mr 291 3954 1957 86 18 1.8245 1.2824 0.0347
Mr 292 4765 2197 88 19 1.8342 1.2760 0.0313
Mr 293 3337 2006 41 13 1.9817 1.1460 0.0139
Mr 294 3825 1931 85 17 1.8102 1.2962 0.0351
Mr 295 4895 2322 97 20 1.8210 1.2875 0.0331
Mr 296 3836 1970 92 18 1.8053 1.2988 0.0375
Mr 297 4605 2278 88 18 1.8166 1.2944 0.0307
RO1 1738 843 62 14 1.8510 1.2340 0.0566
R 02 2279 1179 | 110 16 1.7419 1.3203 0.0794
R 03 1264 719 65 12 1.7910 1.2773 0.0733
R 04 1284 729 49 10 1.8101 1.2782 0.0533
R 05 1032 567 46 11 1.8671 1.2132 0.0614
R 06 695 432 30 10 2.0150 1.0808 0.0459
Rt 01 968 223 111 14 1.7661 0.9775 0.3979
Rt 02 845 214 69 13 1.8415 1.0507 0.2494
Rt 03 892 207 66 13 1.8552 1.0425 0.2439
Rt 04 625 181 49 11 1.8869 1.0529 0.2018
Rt 05 1059 197 74 15 1.8805 0.9813 0.2798
Ru 01 753 422 31 8 1.8831 1.2042 0.0542
Ru 02 2595 1240 | 138 16 1.7054 1.3383 0.0979
Ru 03 3853 1792 | 144 21 1.7433 1.3299 0.0684
Ru 04 6025 2536 | 228 25 1.6980 1.3638 0.0798
Ru 05 17205 6073 | 701 41 1.6380 1.3955 0.1081
S 01 756 457 47 9 1.7961 1.2628 0.0827
Sl 02 1371 603 66 13 1.8138 1.2406 0.0872
Sl 03 1966 907 102 13 1.7182 1.3258 0.0976
S04 3491 1102 | 328 21 1.6544 1.2170 0.2702
Sl 05 5588 2223 | 193 25 1.7236 1.3427 0.0753
Sm 01 1487 267 159 17 1.7469 0.9226 0.4721
Sm 02 1171 222 103 15 1.7961 0.9806 0.3649
Sm 03 617 140 45 13 2.0238 0.9055 0.2124
Sm 04 736 153 78 12 1.8138 0.9368 0.3910
Sm 05 447 124 39 11 2.0021 0.9281 0.2114
TO1 1551 611 89 14 1.7642 1.2559 0.1215
T 02 1827 720 107 15 1.7417 12734 0.1265
T 03 2054 645 128 19 1.7632 1.2124 0.1660
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Table4.2
Mean view angles of 20 languages

Language meano | meanf | meany
B Bulgarian 21888 | 0.9117| 0.0411
Cz Czech 1.7758 | 1.2718| 0.0940
E English 1.6717| 1.2060| 0.2639
G German 2.0416| 1.0402| 0.0597
H Hungarian 1.6730| 1.3286| 0.1400
Hw Hawaiian 1.7928 | 0.9095| 0.4392
| Italian 1.7715| 1.2807| 0.0894
In Indonesian 2.1640 | 0.9363 | 0.0413
Kn Kannada 1.8636 | 1.2488| 0.0292
Lk Lakota 1.9339| 1.0665| 0.1412
LtLatin 1.8074| 1.2929| 0.0413
M Maori 1.7475| 1.0362| 0.3580
Mg Marguesan 1.7771| 0.8933| 0.4712
Mr Marathi 1.8856| 1.2171| 0.0389
R Romanian 1.8460 | 1.2339| 0.0616
Rt Rarotongan 1.8461| 1.0210| 0.2746
Ru Russian 17336 | 1.3264| 0.0817
Sl Slovenian 17412 | 12778 | 0.1226
Sm Samoan 1.8765| 0.9347 | 0.3303
T Tagalog 1.7564 | 1.2472| 0.1380

Notice the “golden” lower limit 1.618... of the “writer’s view” a angle treated
separately in Popescu, Altmann (2008b) and appearing always when the angle o
is concerned (cf. for example in Fig. 4.3 and 4.6). Taking only one of the angles
in Table 4.2, we do not obtain any reasonable classification of languages. But
taking al combinations of two angles separately we obtain very clear attractors
which can be characterized for the first in an elementary way. As can be seen in
Figure 4.3, the <a, > relation is clearly demarcated: the minimum of o is the
golden section 1.618..., its maximum is ca. 2.6. Evidently some of the texts
attain extreme values which can be eliminated as outliers or smoothed in form of
averages of the given language.
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In Figure 4.3, the area of empirically observed texts can be delimited very
exactly by the formula

(4.8) f=(0—1618)"(2.56—a) + 0.56

which using different m shows the individual trends. It would be interesting to
study whether languages or different text types prefer narrow domains of this
type with m in a small interval, or are freely distributed in the whole domain.
Further, it will be possible to study whether texts having the same m do have
some commonalities. The result is shown in Figure 4.4. In formula (4.8) the
golden section 1.618 is the lower boundary of the writer's view a, the constant
2.56 is simply the maximum of a-values, and 0.56 the minimum of S-values.

Model: y = (x - 1.618)"(2.5576 - x) + 0.5603
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Figure 4.4. The area of <a,> classification

If we take averages for texts in individual languages, we obtain the situation as
presented in Figure 4.5 yielding almost the same view but the extreme lower part

disappears.
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Figure 4.5. Bi-angular <mean «, mean > language classification

Here the names of languages could be inscribed because we had only 20 points.
As one can see, we obtain approximately a triangle. Strongly analytic languages
are concentrated rather in the left-bottom corner, more synthetic ones are situated
rather in the upper part of the triangle. The result is not final presumably because
the existence of factors like style, genre, personality, etc. was not taken in ac-
count here. The most surprising is the distance between Tagalog and Indonesian.

The <a,y> classification yields another picture which apparently might be
enclosed by two hyperbolic curves, as can be seen in Figure 4.6. This time these
empirical data can be modelled by the equation

(4.9) y=(a—1.618)"(2.56 —a)* + 0.01
as illustrated in Figure 4.7. Here again the golden section 1.618 is the lower

boundary of the writer’s view a, the constant 2.56 is simply the maximum of a-
values, and 0.01 about the minimum of y -values.
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The use of means yields atransformed picture (cf. Figure 4.8).
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Figure 4.8. Bi-angular <mean a, mean y> language classification

The same holds for the <y,> classification as shown in the following Figures
4.9, 4.10, and 4.11. In this later case the modelling formula is suggested in the
form

(4.10) B = (y — 0.01)™(0.67 —»)°* + 0.56

where 0.01 and 0.67 are about the minimum and, respectively, the maximum of
y-values, and 0.56 is the minimum of f-values.
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Figure 4.11. Bi-angular <mean y, mean 3,> language classification

From the preceding graphs we have a quite general bi-dimensional picture
and classification of texts and languages in terms of the view angles a, 3, y as-
sociated to the h-point of rank-frequency distributions of word forms. Generally,
these angles in radians are limited, for « in the second quadrant (n/2, =), seem-
ingly with the golden number 1.618... radians as the lower limit, and for g and y

in the first quadrant (0, /2), see Figure 4.2 and the following ones. In addition,
the triangle angle sum rule

ot+pP+y=nrx

aways holds true.

The same angle data, presented above in binary plots, can be presented
more compactly in ternary plots, similar to those currently used in colour science
for colour triangle plots, see http://en.wikipedia.org/wiki/CIE 1931 color_space.
For this purpose, we shall proceed to the linear rescaling transformation

X= (0( - Otmin)/( Olmax = 0(min)
Y= (B - Bmin)/( Bmax = Bmin)
Z=(y - Ymin)/( Ymax = Ymin)


http://en.wikipedia.org/wiki/CIE_1931_color_space
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where the (min, max) limits confine the X, Y, Z variables in the interval (0, 1).
For the considered sample of 176 texts of Table 4.1 we have

Omin = 1.6327; 0max = 2.5576
Bmin = 05603; Bmax = 1.4205

Finally, the most economic use of ternary plots requires a further transformation
as

x=XI(X+Y+ 2
y=Y/(X+ Y+ 2)
z=ZI(X+ Y+ 2)

which, obviously, means a re-normalization of the new variablesx, y, z at
X+y+z=1

Let us give an example of computing for the word-frequency distribution of
Goethe's Erlkonig (G 17). Thus, from Table 4.1 we have the angles a = 2.3985,
= 0.7043, y = 0.0388 and from the above transformations we get X = 0.8280, Y =
0.1674, Z = 0.0468, and the corresponding normalized triplet x = 0.7945, y =
0.1606, z = 0.0449. Table 4.3 and Table 4.4 illustrate the data presentation in the
new canonic variables and the corresponding ternary plot classification of 176
texts, in Figure 4.13, and of 20 languages, in Figure 4.14.

Table4.3
Linear rescaling (X, Y, Z) and normalizingtox + y+ z=1 of Table4.1 data

Text ID N X Y Z X y z

B 01 761 0.2731 | 0.7226 | 0.1005 | 0.2492 | 0.6592 | 0.0917
B 02 352 1.0000 | 0.0000 | 0.0241 | 0.9765 | 0.0000 | 0.0235
B 03 515 0.9670 | 0.0395 | 0.0190 | 0.9430| 0.0385| 0.0185
B 04 483 0.4943 | 0.5191 | 0.0561 | 0.4622 | 0.4854 | 0.0524
B 05 406 0.4624 | 0.5476 | 0.0635 | 0.4308 | 0.5101 | 0.0592
B 06 687 0.3868 | 0.6305 | 0.0616 | 0.3585| 0.5844 | 0.0571
B 07 557 0.5698 | 0.4512 | 0.0389 | 0.5376 | 0.4257 | 0.0367
B 08 268 0.9331 | 0.0743 | 0.0210 | 0.9073| 0.0723 | 0.0204
B 09 550 0.6414 | 0.3730 | 0.0404 | 0.6080 | 0.3536 | 0.0383
B 10 556 0.2847 | 0.7274 | 0.0782 | 0.2611| 0.6671 | 0.0718
Cz01 1044 | 0.1218 | 0.8828 | 0.1037 | 0.1099 | 0.7965 | 0.0936
Cz 02 984 | 0.1898 | 0.8029 | 0.1125 | 0.1717 | 0.7265| 0.1018
Cz 03 2858 | 0.0675 | 0.8827 | 0.1797 | 0.0597 | 0.7812 | 0.1590
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Cz04 522 0.2687 | 0.7422 | 0.0812 | 0.2460 | 0.6796 | 0.0744
Cz 05 999 0.0638 | 0.8786 | 0.1901 | 0.0563 | 0.7758 | 0.1679
Cz 06 1612 | 0.0875 | 0.8808 | 0.1542 | 0.0780| 0.7847 | 0.1374
Cz 07 2014 | 0.0776 | 0.8604 | 0.1945 | 0.0685| 0.7598 | 0.1718
Cz 08 677 0.2724 | 0.7416 | 0.0770 | 0.2497 | 0.6797 | 0.0706
Cz 09 460 0.1765 | 0.8058 | 0.1273 | 0.1591 | 0.7262 | 0.1147
Cz 10 1156 | 0.2217 | 0.7937 | 0.0801 | 0.2024 | 0.7245| 0.0731
EO1 2330 | 0.0972 | 0.8632 | 0.1636 | 0.0865 | 0.7680 | 0.1456
E 02 2971 | 0.1103 | 0.8193 | 0.2022 | 0.097/5| 0.7239 | 0.1786
E 03 3247 | 0.0453 | 0.8147 | 0.2987 | 0.0391 | 0.7031 | 0.2578
EO04 4622 | 0.0220 | 0.7652 | 0.3955 | 0.0186 | 0.6470 | 0.3344
E 05 4760 | 0.0509 | 0.8404 | 0.2576 | 0.0443 | 0.7315| 0.2242
E 06 4862 | 0.0116 | 0.6805 | 0.5197 | 0.0096 | 0.5616 | 0.4288
E 07 5004 | 0.0715 | 0.8730 | 0.1867 | 0.0632| 0.7718 | 0.1650
E 08 5083 | 0.0226 | 0.5955 | 0.6146 | 0.0183 | 0.4831 | 0.4985
E 09 5701 | 0.0491 | 0.8228 | 0.2829 | 0.0425| 0.7125| 0.2449
E 10 6246 | 0.0117 | 0.6627 | 0.5426 | 0.0096 | 0.5445| 0.4459
E11 8193 | 0.0103 | 0.6994 | 0.4971 | 0.0085| 0.5795| 0.4119
E12 9088 | 0.0271 | 0.7198 | 0.4473 | 0.0227 | 0.6028 | 0.3746
E13 11265 | 0.0183 | 0.6012 | 0.6132 | 0.0148 | 0.4877 | 0.4975
GO0l 1095 | 0.1222 | 0.8173 | 0.1882 | 0.1084 | 0.7247 | 0.1669
G 02 845 0.1764 | 0.7886 | 0.1498 | 0.1582 | 0.7074 | 0.1344
G 03 500 0.2560 | 0.7251 | 0.1213 | 0.2322 | 0.6578 | 0.1100
G 04 545 0.2689 | 0.7109 | 0.1216 | 0.2441 | 0.6455 | 0.1104
G 05 559 0.2895 | 0.7150 | 0.0876 | 0.2651 | 0.6547 | 0.0802
G 06 545 0.2899 | 0.7131 | 0.0894 | 0.2654 | 0.6528 | 0.0818
G 07 263 0.3073 | 0.6903 | 0.0948 | 0.2813 | 0.6319 | 0.0868
G 08 965 0.3257 | 0.6892 | 0.0707 | 0.3000 | 0.6349 | 0.0651
G 09 653 0.3500 | 0.6626 | 0.0712 | 0.3229 | 0.6114 | 0.0657
G 10 480 0.4950 | 0.5284 | 0.0430 | 0.4642 | 0.4955 | 0.0403
G11 468 0.4953 | 0.5275 | 0.0437 | 0.4644 | 0.4946 | 0.0410
G12 251 0.5702 | 0.4356 | 0.0586 | 0.5357 | 0.4092 | 0.0550
G 13 460 0.5767 | 0.4330 | 0.0528 | 0.5428 | 0.4075 | 0.0497
G14 184 0.6975 | 0.3087 | 0.0456 | 0.6631 | 0.2935| 0.0434
G 15 593 0.7307 | 0.2928 | 0.0198 | 0.7003 | 0.2807 | 0.0190
G 16 518 0.7369 | 0.2792 | 0.0289 | 0.7052 | 0.2672 | 0.0276
G 17 225 0.8280 | 0.1674 | 0.0468 | 0.7945| 0.1606 | 0.0449
H 01 2044 | 0.0000 | 0.8766 | 0.2817 | 0.0000 | 0.7568 | 0.2432
H 02 1288 | 0.0047 | 0.9195 | 0.2195 | 0.0041| 0.8040 | 0.1919
H 03 403 0.0180 | 0.9088 | 0.2148 | 0.0157 | 0.7961 | 0.1882
H 04 936 0.0376 | 0.9312 | 0.1584 | 0.0334 | 0.8261 | 0.1405
H 05 413 0.1575 | 0.8296 | 0.1229 | 0.1419 | 0.7474 | 0.1107
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Hw 01 282 0.5012 | 0.4346 | 0.1561 | 0.4590 | 0.3980 | 0.1429
HwO02 | 1829 | 0.2379 | 04357 | 0.5217 | 0.1990 | 0.3645| 0.4365
HwO03 | 3507 | 0.0950 | 0.4921 | 0.6479 | 0.0769 | 0.3985 | 0.5246
Hw04 | 7892 | 0.0700 | 0.3639 | 0.8488 | 0.0546 | 0.2837 | 0.6617
HwO05 | 7620 | 0.1008 | 0.4235 | 0.7286 | 0.0805| 0.3380 | 0.5815
HwO06 | 12356 | 0.0340 | 0.2860 | 1.0000 | 0.0257 | 0.2167 | 0.7576
| 01 11760 | 0.0543 | 0.9336 | 0.1320 | 0.0485| 0.8337| 0.1179
| 02 6064 | 0.0564 | 0.9203 | 0.1462 | 0.0503 | 0.8195 | 0.1302
| 03 854 | 0.1322 | 0.8316 | 0.1556 | 0.1181 | 0.7429 | 0.1390
| 04 3258 | 0.1707 | 0.8286 | 0.1059 | 0.1545| 0.7498 | 0.0958
| 05 1129 | 0.3368 | 0.6731 | 0.0759 | 0.3102 | 0.6199 | 0.0699
In01 376 0.4595 | 0.5566 | 0.0560 | 0.4286 | 0.5192 | 0.0522
In 02 373 0.5051 | 0.4994 | 0.0666 | 0.4716| 0.4663 | 0.0621
In 03 347 0.5658 | 0.4472 | 0.0497 | 0.5324 | 0.4208 | 0.0468
In 04 343 0.589 | 0.4364 | 0.0305 | 0.5581 | 0.4131| 0.0288
In05 414 | 0.7523 | 0.2460 | 0.0505 | 0.7173| 0.2346 | 0.0481
Kn003 | 3188 | 0.1502 | 0.9026 | 0.0385 | 0.1376| 0.8271 | 0.0353
Kn004 | 1050 | 0.3301 | 0.7221 | 0.0218 | 0.3073 | 0.6723 | 0.0203
Kn005 | 4869 | 0.1285 | 0.9247 | 0.0401 | 0.1175| 0.8458 | 0.0366
Kn006 | 5231 | 0.3074 | 0.7465 | 0.0218 | 0.2858 | 0.6940 | 0.0202
Kn011l | 4541 | 0.3019 | 0.7569 | 0.0159 | 0.2809 | 0.7043 | 0.0148
Kn012 | 4141 | 0.4113 | 0.6361 | 0.0202 | 0.3853 | 0.5958 | 0.0189
Kn013 | 1302 | 0.3189 | 0.7240 | 0.0349 | 0.2959 | 0.6717 | 0.0324
Kn016 | 4735 | 0.1819 | 0.8702 | 0.0363 | 0.1672| 0.7995| 0.0333
Kn017 | 4316 | 0.1170 | 0.9201 | 0.0621 | 0.1064 | 0.8371 | 0.0565
Lk 01 345 0.5496 | 0.4337 | 0.0898 | 0.5122 | 0.4042 | 0.0836
Lk 02 1633 | 0.1310 | 0.7094 | 0.3159 | 0.1133| 0.6135| 0.2732
Lk 03 809 0.2129 | 0.6656 | 0.2584 | 0.1873| 0.5854 | 0.2273
Lk 04 219 0.4090 | 0.5452 | 0.1412 | 0.3734| 0.4977 | 0.1289
Lt 01 3311 | 0.0365 | 1.0000 | 0.0708 | 0.0330 | 0.9031 | 0.0639
Lt 02 4010 | 0.0475 | 0.9662 | 0.0992 | 0.0427| 0.8682 | 0.0891
Lt 03 4931 | 0.1686 | 0.8855 | 0.0352 | 0.1548 | 0.8130 | 0.0323
Lt 04 4285 | 0.1991 | 0.8407 | 0.0506 | 0.1826 | 0.7710| 0.0464
Lt 05 1354 | 0.2366 | 0.8164 | 0.0298 | 0.2185| 0.7539 | 0.0275
Lt 06 829 0.4451 | 0.6013 | 0.0180 | 0.4182 | 0.5649 | 0.0169
M 01 2062 | 0.1178 | 0.6055 | 0.4689 | 0.0988 | 0.5079 | 0.3933
M 02 1175 | 0.1252 | 0.5323 | 0.5535 | 0.1034 | 0.4395| 0.4570
M 03 1434 | 0.1543 | 0.5070 | 0.5458 | 0.12/8 | 0.4200 | 0.4522
M 04 1289 | 0.1052 | 0.5812 | 0.5180 | 0.0874 | 0.4825| 0.4301
M 05 3620 | 0.1177 | 0.5400 | 0.5539 | 0.0972 | 0.4457 | 0.4571
MgOl | 2330 | 0.1186 | 0.2447 | 0.9357 | 0.0913| 0.1884 | 0.7203
Mg 02 457 0.2989 | 0.5438 | 0.2964 | 0.2624 | 0.4774 | 0.2602
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MgO3 | 1509 | 0.0508 | 0.3728 | 0.8641 | 0.0395| 0.2895 | 0.6711
Mr0O01 | 2998 | 0.1692 | 0.8753 | 0.0474 | 0.1550 | 0.8016 | 0.0434
Mr002 | 2922 | 0.2729 | 0.7557 | 0.0579 | 0.2512| 0.6955 | 0.0533
Mr003 | 4140 | 0.3526 | 0.6916 | 0.0300 | 0.3282 | 0.6438 | 0.0279
Mr004 | 6304 | 0.0289 | 0.9350 | 0.1656 | 0.0256 | 0.8278 | 0.1467
Mr 005 | 4957 | 0.0694 | 0.9408 | 0.1017 | 0.0624 | 0.8461 | 0.0915
MrQ006 | 3735 | 0.1369 | 0.87/8 | 0.0893 | 0.1240 | 0.7951 | 0.0809
Mr 007 | 3162 | 0.1950 | 0.8344 | 0.0646 | 0.1783| 0.7627 | 0.0590
MrQo08 | 5477 | 0.1199 | 0.8696 | 0.1236 | 0.1077| 0.7813 | 0.1110
Mr 009 | 6206 | 0.3307 | 0.7147 | 0.0305 | 0.3073| 0.6643 | 0.0284
Mr010 | 5394 | 0.0974 | 0.8652 | 0.1606 | 0.0867 | 0.7703 | 0.1430
Mr015 | 4693 | 0.1305 | 0.8940 | 0.0771 | 0.1184| 0.8115| 0.0700
Mr 016 | 3642 | 0.3337 | 0.7154 | 0.0253 | 0.3106 | 0.6658 | 0.0236
Mr0O17 | 41/0 | 0.3316 | 0.7162 | 0.0273 | 0.3084 | 0.6662 | 0.0254
Mr 018 | 4062 | 0.1365 | 0.8874 | 0.0775 | 0.1239 | 0.8058 | 0.0703
Mr020 | 3943 | 0.3725 | 0.6750 | 0.0238 | 0.3477 | 0.6301 | 0.0222
Mr021 | 3846 | 0.4460 | 0.5988 | 0.0202 | 0.4188| 0.5623 | 0.0189
Mr022 | 4099 | 0.1230 | 0.8882 | 0.0951 | 0.1112| 0.8029 | 0.0859
Mr023 | 4142 | 0.3229 | 0.7234 | 0.0301 | 0.3000| 0.6720 | 0.0280
Mr024 | 4255 | 0.2767 | 0.7652 | 0.0404 | 0.2556 | 0.7070 | 0.0374
Mr026 | 4146 | 0.2348 | 0.8133 | 0.0363 | 0.2165| 0.7500 | 0.0335
Mr 027 | 4128 | 0.2456 | 0.7800 | 0.0644 | 0.2253| 0.7156 | 0.0591
Mr028 | 5191 | 0.3064 | 0.7427 | 0.0281 | 0.2844 | 0.6895 | 0.0260
Mr029 | 3424 | 0.9926 | 0.0266 | 0.0001 | 0.9740 | 0.0261 | 0.0001
Mr 030 | 5504 | 0.2432 | 0.8149 | 0.0225 | 0.2251 | 0.7541 | 0.0208
Mr031 | 5105 | 0.2423 | 0.8112 | 0.0286 | 0.2239 | 0.7496 | 0.0264
Mr032 | 5195 | 0.2517 | 0.7957 | 0.0357 | 0.2324 | 0.7347 | 0.0330
Mr033 | 4339 | 0.3022 | 0.7506 | 0.0236 | 0.2808 | 0.6973 | 0.0220
Mr034 | 3489 | 0.5996 | 0.4438 | 0.0069 | 0.5709 | 0.4226 | 0.0065
Mr035 | 1862 | 0.4911 | 0.5560 | 0.0126 | 0.4634 | 0.5246 | 0.0119
Mr036 | 4205 | 0.1908 | 0.8544 | 0.0443 | 0.1752 | 0.7842 | 0.0407
Mr038 | 4078 | 0.3695 | 0.6723 | 0.0313 | 0.3443| 0.6265 | 0.0292
Mr040 | 5218 | 0.2885 | 0.7684 | 0.0198 | 0.2680 | 0.7137 | 0.0184
Mr043 | 3356 | 04731 | 0.5775 | 0.0098 | 0.4462 | 0.5446 | 0.0093
Mr046 | 4186 | 0.3549 | 0.6831 | 0.0377 | 0.3299 | 0.6350 | 0.0351
Mr052 | 3549 | 0.1802 | 0.857/7 | 0.0549 | 0.1649 | 0.7849 | 0.0502
Mr149 | 2946 | 0.2701 | 0.7861 | 0.0224 | 0.2504 | 0.7288 | 0.0208
Mr150 | 3372 | 0.2713 | 0.7745 | 0.0357 | 0.2508 | 0.7161 | 0.0331
Mr151 | 4843 | 0.0872 | 0.8942 | 0.1372 | 0.0779| 0.7994 | 0.1226
Mr154 | 3601 | 0.2719 | 0.7760 | 0.0330 | 0.2516 | 0.7179 | 0.0305
Mr288 | 4060 | 0.1949 | 0.8558 | 0.0369 | 0.1792| 0.7869 | 0.0339
Mr289 | 4831 | 0.1483 | 0.8967 | 0.0489 | 0.1355| 0.8197 | 0.0447
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Mr290 | 4025 | 0.5561 | 0.4923 | 0.0046 | 0.5281 | 0.4675 | 0.0043
Mr291 | 3954 | 0.2074 | 0.8394 | 0.0406 | 0.1907| 0.7719 | 0.0374
Mr292 | 4765 | 0.2179 | 0.8320 | 0.0356 | 0.2007 | 0.7665 | 0.0328
Mr293 | 3337 | 0.3773 | 0.6808 | 0.0094 | 0.3535| 0.6377 | 0.0088
Mr294 | 3825 | 0.1920 | 0.8555 | 0.0414 | 0.1763| 0.7857 | 0.0380
Mr295 | 4895 | 0.2036 | 0.8454 | 0.0383 | 0.1872| 0.7776 | 0.0352
Mr296 | 3836 | 0.1866 | 0.8585 | 0.0449 | 0.1712 | 0.7876 | 0.0412
Mr297 | 4605 | 0.1988 | 0.8534 | 0.0346 | 0.1829 | 0.7852 | 0.0319
R 01 1738 | 0.2360 | 0.7832 | 0.0738 | 0.2159 | 0.7166 | 0.0675
R 02 2279 | 01181 | 0.8835 | 0.1080 | 0.1064 | 0.7962 | 0.0974
R 03 1264 | 0.1711 | 0.8335 | 0.0990 | 0.1551 | 0.7552 | 0.0897
R 04 1284 | 0.1918 | 0.8345 | 0.0688 | 0.1752| 0.7620 | 0.0628
R 05 1032 | 0.2534 | 0.7590 | 0.0809 | 0.2318| 0.6942 | 0.0740
R 06 695 0.4133 | 0.6050 | 0.0575 | 0.3842| 0.5624 | 0.0535
Rt 01 968 0.1443 | 0.4850 | 0.5882 | 0.1185| 0.3984 | 0.4831
Rt 02 845 0.2258 | 0.5701 | 0.3643 | 0.1946| 0.4914 | 0.3140
Rt 03 892 0.2406 | 0.5606 | 0.3560 | 0.2079| 0.4844 | 0.3076
Rt 04 625 0.2748 | 0.5726 | 0.2927 | 0.2410| 0.5023 | 0.2567
Rt 05 1059 | 0.2680 | 0.4894 | 0.4101 | 0.2295| 0.4192| 0.3513
Ru 01 753 0.2708 | 0.7486 | 0.0701 | 0.2485| 0.6871 | 0.0644
Ru 02 2595 | 0.0/86 | 0.9045 | 0.1359 | 0.0702 | 0.8083 | 0.1215
Ru 03 3853 | 0.1196 | 0.8947 | 0.0915 | 0.1081 | 0.8092 | 0.0827
Ru 04 6025 | 0.0706 | 0.9341 | 0.1086 | 0.0634 | 0.8390 | 0.0976
Ru0O5 | 17205 | 0.0057 | 0.9709 | 0.1514 | 0.0050 | 0.8607 | 0.1342
S0l 756 0.1767 | 0.8166 | 0.1130 | 0.1597| 0.7381 | 0.1022
Sl 02 1371 | 0.1958 | 0.7908 | 0.1199 | 0.1770| 0.714/7| 0.1083
Sl 03 1966 | 0.0925 | 0.8899 | 0.1355 | 0.0827 | 0.7960 | 0.1212
S 04 3491 | 0.0234 | 0.7635 | 0.3957 | 0.0198 | 0.6456 | 0.3346
S 05 5588 | 0.0983 | 0.9096 | 0.1019 | 0.0886 | 0.8196 | 0.0918
SmO01 | 1487 | 0.1235 | 04212 | 0.7000 | 0.0992 | 0.3384 | 0.5624
Sm02 | 1171 | 0.17/67 | 0.4886 | 0.5384 | 0.1468 | 0.4059 | 0.44/73
Sm 03 617 0.4228 | 0.4013 | 0.3085 | 0.3733| 0.3543 | 0.2724
Sm 04 736 0.1958 | 0.4376 | 0.5778 | 0.1617| 0.3613| 0.4/71
Sm 05 447 0.3994 | 04276 | 0.3070 | 0.3522 | 0.3771| 0.2707
T01 1551 | 0.1422 | 0.8086 | 0.1715 | 0.1267 | 0.7205| 0.1528
T02 1827 | 0.117/8 | 0.8290 | 0.1791 | 0.1046 | 0.7363 | 0.1591
T03 2054 | 0.1411 | 0.7581 | 0.2386 | 0.1240 | 0.6663 | 0.2097

The variables can be plotted together using the principle of the ternary plot
presented in Figure 4.12. The three outside arrows indicate the direction to look
when fixing the corresponding coordinates. The positioning of actual texts is
shown in Figure 4.13.
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As can be seen, the points fill only a part of the figure but this part seems to be
quite clearly demarcated. Quite possibly it builds a strange attractor whose exact
form is not yet known. If our conjecture is correct then “abnormal” texts (e.g.
dadaistic texts or texts with a frequent refrain) can be mechanically recognized
by their position in the ternary plot. For example a short jodling text

Hola dere titl, hola dere titQ,
Hola dere tiitu, hola dero.

with N =11, V = 4, f(1) = 4, and h =3 and, correspondingly with a = 2.4981, S
=0.3218, y =0.3218 would occupy the position which is very distant from the
attractor, as it can be directly seen in the bi-angular graphs of Figures 4.3, 4.6,
and 4.9. It would be interesting to examine the positioning of musical com-
positions and to examine how far they are from language texts.

If we take averages from all texts in alanguage, we obtain the result pres-
ented in Table 4.4. This presentation is suitable for language typology; however,
it will not be easy to find and combine all factors contributing to a given position.

Table4.4
Ternary average coordinates of 20 languages
Language meanXx | meany mean z
B Bulgarian 0.5734 0.3796 0.0470
Cz Czech 0.1401 0.7435 0.1164
E English 0.0366 0.6398 0.3237
G German 0.4146 0.5135 0.0719

H Hungarian 0.0390 0.7861 0.1749
Hw Hawaiian 0.1493 0.3332 0.5175
| Italian 0.1363 0.7531 0.1106
In Indonesian 0.5416 0.4108 0.0476
Kn Kannada 0.2315 0.7386 0.0298

Lk Lakota 0.2965 0.5252 0.1782
Lt Latin 0.1750 0.7790 0.0460
M Maori 0.1029 0.4591 0.4379
Mq Marquesan | 0.1310 0.3184 0.5505
Mr Marathi 0.2547 0.7023 0.0429
R Romanian 0.2114 0.7144 0.0741
Rt Rarotongan 0.1983 0.4591 0.3426
Ru Russian 0.0991 0.8009 0.1001
Sl Slovenian 0.1056 0.7428 0.1516
Sm Samoan 0.2266 0.3674 0.4060

T Tagalog 0.1184 0.7077 0.1739
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As can be seen both in Figure 4.13 and 4.14 the variability of texts and of lan-
guages is rather restricted. Extremely isolating languages have their small do-
main (x < 0.25, y < 0.5, z> 0.25); strong increase of synthetism places the lan-
guages in a very dense cluster (x < 0.25, y > 0.70, z < 0.22); four languages
(Lakota, German, Bulgarian and Indonesian) contain a factor which is unknown.
Perhaps a more thorough analysis of texts in these languages and the study of
their grammar would allow us to trace up their attribute space. We conjecture
that a slight change in the way of writing words in these languages would bring a
solution. Nevertheless, the points in al of the figures represent some strange
attractors which will be studied in the future.

Thus the h-point opens a view to some not unexamined aspects of self-
regulation, morphological classification of languages, and the rise of strange
attractors in linguistics, and joins text analysis with the golden section. The latter
aspect is further scrutinized in Tuzzi, Popescu, Altmann (2009).



5. Arclength

5.1. Arclength and associated typological indicators
Out of many possibilities to characterize a rank-frequency sequence is the use of
arc length along the ranked frequencies. For continuous functions one uses the
appropriate integral, for an empirical ranked sequence one sums the lengths of
straight lines joining two neighbouring frequencies. The Euclidian distance be-
tween frequency f(r) and f(r+1) is defined as

D, = [(f(r) - f(r+1))* + 1]**,

and shown in Figure 5.1.

12

Frequency f(r)

Rank r

Figure 5.1. Length of one arc segment

Hence the arc length is defined as
V-1 V-1 5 Uo
(51) L =D, = [(f(r)-f(r+D)*+1"
r=1 r=1

As an example consider the last column in Table 2.2, Chapter 2, yielding

r 1,234,5
fry 4,2,1,1,1

Thearclengthis
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[(4-2)2+ 1] +[(2-1)?+ )"+ [(1-1)* + 1]"? + [(1 - 1)* + 1]"% = 5.650.

However, arc length itself is not sufficient for characterization because it depends
on text length N whose simplest representative is the greatest frequency f(1), and
on the vocabulary (or inventory of forms) level the size V. In order to warrant
comparability, the authors proposed four different indicators which may be used
to characterize the rank-frequency sequence (Popescu, Macutek, Altmann 2008).
They are asfollows

L
(5.2 B = Q

where
L. =[(f@1) - 1)2+1]”2 +V -2

representing the case when f(1) > 1 and al other f(r) = 1. Thisisa smply rela-
tivized arc length. Another normalization can be performed by defining

L-L

min

L El

min

(53) B = C

max

where

Lo = [(V-2)*+(f (@) -

represents the length of the straight line joining the points P, (V, 1) and P, (1,
f(1)), see Figure 4.1 of Chapter 4. For the above example we would obtain

Lax = [(4—=1)%+ 1]"*+ 5-2=6.162
Lmin = [(5=1)*+ (4—1)4Y? =5.000.

Hence
B, = 5.650/6.162 = 0.917
B, = (5.650 — 5.000)/( 6.162 — 5.000) = 0.550.

Both indicators lie in the interval <0, 1>. Using the individual components
of Lyin (that is (V —1) or (f(1) — 1)) one can set up two further indicators, namely

V-1
(54) B;= T
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and

f()-1

(65 B,= L

Since L is always greater than V-1 and f(1)-1, these last indicators lie in the

interval <0,1>, too. For our example we have B3=ﬁ:0.708 and
4-1

B, =——=0.531.
5.650

In order to be able to test differences between particular indicators, we derive
estimations of their variances. We use the well known delta method (cf. Oehlert
1992) based on a linear approximation of a non-linear function. V and f(1) are
considered to be fixed. In the following, f,,...fy are random variables (i.e.,
functions, not numbers, which are denoted f(1),...,f(V)).

V-1 L
L is a function of frequencies, i.e., L=L(f1,...,fv)=2[( f - fr+1)2+1]2.
r=1

Approximating the function by its first order Taylor polynomial (f; is a constant,
henceits derivative is zero), we obtain

aL
of,

oL
+...+( 1, _9\’)8_

fy,

56) L(f,....f,)=L(0,,...0,)+ f,-0,)

0

where 0 = (6y,... 6)) is the mean vector of (f,..,f,) (i.e, Ef) =

0,.....E(f,)=0,). Denote
(5.7) a':STL — O 0% reazive
b 040, F+1 @, —0,..)+1

9v-1 _QV _
\/(GV—l _Hv )2 +1

(58 3 =§f—LL =
\%

Inserting the derivativesinto (5.6) we obtain
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and an approximation of the variance

\ V-1 V
(5.9) Var(L)=) aVar(f)+2) > aaCovf,f).
r=2

r=2s=r+l

Variances and covariances from the last formula can be estimated from the prop-
erties of the multinomial distribution. We have N words in V categories with the
fixed number of words in the first category, resulting in the conditional prob-
ability

(5.10)

P(f.= (2t = (V) fi=1 (1)) = f((|;>;j:1()\3!>!(1fzp ] [ﬁj

which means that the conditional distribution is again multinomia having now

the parameters N — f(l),lp2 A% , Which means that for r=2,....V we

- pl 1- p1

have

(5.11) E(f,)=(N —f(1)) pl (notethat E( f.) =0,),

(5:12) Var(f,)=(N- () rpl( P j

1-p
P: P
(5.13) Cov( f,,f)=—(N- (1) )=
a-p)
As f(1) is a constant, it holds E( f(1))= f(1). The values of N and f(1) are

known, the others can be estimated as p, =

flil) k =1,..V, thus making
possible to estimate also

(] (g

\/(N‘f(l))z(ﬁrli_ﬁlﬁrj +1 \/(N—f(l))z( : pfﬂj +1

(5.14) 4 =-

'O
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~

ot

JW Sof[ A

Finally, we obtain the estimation

(5.15) &, =-—

—f() & .0 P N-fTODE & . a s
(5.16) Var(L)— 0 Zeup[ - pj—Z—( > 44pp,.
T5 & 1

As L __ and L depend only on f(1) and V (which are fixed), we have

min

(5.17) Var(B) =Var[LL j:Vaer[ L),

max

(
(5.18) Var(Bz):Var[ L~ Lo j: Var( L)

Lmax B Lmin (Lmax - I—min )2 |

Analogously we derive variances for the indicators B; and B,. Denote M = 1/L.
We apply the delta method again and obtain

+...+(fv —0\,)% )

o, |,

The partial derivatives are

(5.19)b = ‘2’;" |L =— 1 2[ 0., —9r2 9, —erﬂz J
f (Z\/(gr _0r+1)2 +1j \/(Qr_l _9’) +1 \/(gr _9r+1) +1
r=1

wherer = 2,3,...,V-1, and
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(5200 h, = oL _ ! At

oy, (\/i\/(er_ng)erljz \/(0\,_1—0\,)2+1.

r=1

We have an approximation of the variance

v V-l Vo
(521) Var(M)=> bV + 2y Z bb.Cov( f,, ).
r=2 r=2s=r+

The unknown parameters can be estimated in the same way as in the formula for
Var(L), i.e.

E(f,)=(N- f(1))1L

M

Var(f,)= (N - f () (1— P j
1- Py 1-p )’

Cov(f,, f,) = —(N—f(l))( prS) ,

cf. (5.11), (5.12) and (5.13), and

Thus we obtain the variances

(5.22) var(B,) = Var(VL 1) (v -1Pvar(m),

(f, ~1Pvar(m)

(5.23) Var (84) = Var[ flL_ 1j

We demonstrate calculations of particular variances on the example from the be-
ginning of this chapter. Consider the frequencies

r 12345
fry 4,2,1,1,1

hence we have f(1) =4,V =5, N=9 and L, = 6.162, L, = 5 (see above for
computations of the last two values). As the estimations of unknown probabilities
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are ﬁk:%, k=1,...,V, we obtain p,=0444, p,=0.222, p,=p,=p, =

0.111. Then, substituting the valuesinto (5.14) and (5.15) we estimate

(9_ 4 0.444-0.222 (9_ 4 0.222-0.111
i = 1-0.444 N 1-0.444 —_0187
2~ > > =—Uu ’
(9_4)2(0.444—0.222j 1 (9_4)2(0.222—0.111j 1
1-0.444 1-0.444

similarly &, =-0.707, &, =4, =0. In this case the computations are simplified
because p, = p, = p,, which results in many terms in the sums being zero. Now,
substituting the values of &,,...,4, into (5.16) we have

9-4 ) 0.222 , 0.111
Var (L) = ———| (-0.187)’ x 0.222 x| 1— +(-0.707)° x 0.111x | 1—
1-0.444 1-0.444 1-0.444

_29;42 x(-0.187) x(-0.707) x 0.222x 0.111 = 0.336,
(1-0.444)

and, according to (5.17) and (5.18),

0336

Var\B ——=0.009
ar(B,) 6.1622 :
0.336
Var\B, )= — = =0.249
(B,) (6.162—5) :
Obvioudly, for r =2,3,..., Vit holds b = —— 4 ~, hence we have
> 0,-6,.) +1
r=1
the estimation

Var (M) = [\/ (4-1.996) +1+ \/ (1.996-0.998) +1T x

9-4 ) 0.222 ) 0111
x 0.187° x 0.222x | 1- +0.707* x 0.111x | 1— -
1-0.444 1-0.444 1-0.444
. 9-4
- 2[\/(4—1.996)2 +1+1(1.996 - 0.998) +1} x——————x
(1-0.444)

% 0.187 x 0.707 x 0.222 x 0.111= 0.033
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and according to (5.22) and (5.23) we obtain

Var(B,) = 4° x0.033=0.534
Var(B,) = 3% x0.033=0.300 .

Consider another example,

r 1,2,3,4,56,7
52,2,1,1,1

For these frequencies we obtain the values L =10.739,

L =12.071,

L. =9.220, B =0.890, B,=0.533, B,=0559, B, =0.652 and variances
Var (B, )=0.014, Var(B;)=0.254, Var(B;)=0.001 and Var (B, =0.002. Now
we can test the differences between corresponding indicators. We evaluate the

expressions
BB _ 0917-080 .
JVar(B,)+Var(B;) /0.009+0.014 ’
B,_B, _ 0859-058 .,
WVar(B,)+Var(B;) 0.249+0.254 ’
B, - B; _ 0708-0559 _
Nar(B,)+var(B)) +0534+0001
B, - B, 0.531-0.652

= =-0.171
Var(B,)+Var(B;) +/0.300+0.002 ’

which meansthat in all four cases the difference is not significant.

Let us consider again 100 texts in 20 languages and compute these in-
dicators. The results are presented in Table 5.1 (from Popescu, Macutek, Alt-

mann 2008).



Arc length

57

Table5.1

Indicators B; of 100 textsin 20 languages
(B = Bulgarian, Cz = Czech, E = English, G = German, H = Hungarian,
Hw = Hawaiian, | = ltalian, In = Indonesian, Kn = Kannada, Lk = Lakota,
Lt =Latin, M = Maori, Mq = Marquesan, Mr = Marathi, R = Romanian,
Rt = Rarotongan, Ru = Russian, SI = Slovenian, Sm = Samoan, T = Tagalog)

ID | VvV [f)] L B, | B, | Bs | B,
BOl | 400 | 40 | 428.45|0.980|0.763]0.931|0.091
B02 | 201 | 13 |205.38|0.973]/0.470/0.974|0.058
B03 | 285 | 15 |289.80|0.976|0.430/0.980|0.048
B04 | 286 | 21 |297.03|0.977|0.618|0.959|0.067
B05 | 238 | 19 |247.30|0.974]0.588]0.958/0.073
Cz0l | 638 | 58 | 684.17|0.987|0.835/0.931|0.083
Cz02 | 543 | 56 | 586.22|0.984]0.809|0.925]0.094
Cz03 |1274|182|1432.06/0.986|0.875/0.889|0.126
Cz04 | 323 | 27 |341.99]0.986/0.790|0.942]0.076
Cz05 | 556 | 84 | 626.98|0.984|0.868|0.885|0.132
EOL | 939 |126(1042.85/0.982|0.834]0.899/0.120
E02 |1017168]1157.22/0.979/0.837|0.878|0.144
E03 |1001|229(1204.91/0.982|0.890(0.830|0.189
E04 |1232]366(1567.31/0.983]/0.911]0.785|0.233
E05 | 1495|297|1760.86/0.984|0.894|0.848|0.168
E07 |1597|237(1800.70/0.983]0.861|0.886|0.131
E13 |1659]780(2388.47/0.980|0.921]0.694|0.326
GO05 | 332 | 30 |351.41/0.979/0.716/0.942]0.083
G09 | 379 | 30 | 398.43/0.981|0.718/0.949/0.073
G10 | 301 | 18 | 309.84|0.980|0.602|0.968|0.055
G11 | 297 | 18 | 306.80|0.983]0.664|0.965|0.055
G12 | 169 | 14 | 175.44|0.974]0.601|0.958| 0.074
G14 | 129 | 10 | 132.54|0.974|0.546|0.966|0.068
G17 | 124 | 11 |127.960.969|0.527(0.961|0.078
HOl |1079]|225(1288.83/0.991|0.939/0.836|0.174
HO02 | 789 |130]907.18|0.990|0.925|0.8690.142
HO3 | 291 | 48 |332.44|0.989/0.915|0.872|0.141
HO4 | 609 | 76 | 674.06|0.988]0.885]0.902|0.111
HO5 | 290 | 32 |314.40|0.986|0.837/0.919/0.099
Hw 03 | 521 |277]764.27|0.961]0.851|0.680|0.361
Hw 04 | 744 [535(1229.31/0.963(0.8710.604|0.434
Hw 05 | 680 |416|1047.48/0.958|0.847|0.648|0.396
Hw 06 | 1039 | 901|1876.68|0.969|0.893|0.553|0.480
101 | 3667|388(4007.01/0.989|0.877|0.915|0.097
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| 02 2203 | 257 |2426.400.988|0.873|0.908 | 0.106
| 03 483 | 64 | 534.33]0.982|0.833]0.902|0.118
| 04 1237 118|1329.65/ 0.983|0.798| 0.930| 0.088
| 05 512 | 42 | 537.49]0.975/0.648|0.951|0.076
In 01 221 | 16 | 228.49|0.976|0.590|0.963 | 0.066
In 02 209 | 18 | 218.62]0.976/0.647|0.951|0.078
In 03 194 | 14 | 199.85|0.975|0.553|0.966| 0.065
In 04 213 | 11 | 217.37]0.983|0.583|0.975| 0.046
In 05 188 | 16 | 195.65|0.973/0.599/0.956|0.077
Kn 003 | 1833 | 74 [1891.11/0.993|0.817|0.969|0.039
Kn004 | 720 | 23 | 733.260.991/0.673|0.981| 0.030
Kn 005 | 2477 |101|2558.43/0.994|0.829|0.968| 0.039
Kn 006 | 2433 | 74 |2481.41/0.991/0.681|0.980|0.029
Kn 011 | 2516 | 63 |2557.69 0.993|0.696|0.983| 0.024
Lk01 | 174 | 20 | 184.77|0.967|0.632|0.936| 0.103
Lk 02 | 479 |124|579.97|0.967|0.812|0.824|0.212
Lk03 | 272 | 62 | 317.63 |0.960|0.749|0.853| 0.192
Lk04 | 116 | 18 | 125.56|0.958|0.630|0.916|0.135
Lt01 | 2211 |133|2328.00/0.994|0.898|0.949 0.057
Lt02 | 2334 |190|2502.00[0.992|0.895|0.932|0.076
Lt03 | 2703 ]103|2783.00[0.993|0.798|0.971|0.037
Lt04 | 1910 99 [1983.00/0.989|0.757|0.963|0.049
Lt 05 909 | 33 | 930.00|0.990/0.704|0.976|0.034
Lt 06 609 | 19 | 621.00|0.994|0.760|0.979|0.029
M 01 398 | 152 526.92|0.963|0.836|0.753|0.287
M 02 277 |127|386.01 |0.963|0.846|0.715| 0.326
M 03 277 |128|384.62|0.957|0.823|0.718|0.330
M 04 326 | 137|444.29|0.966|0.854|0.732| 0.306
M 05 514 |234|715.18|0.960|0.836|0.717|0.326
MgO1l | 289 |247|506.980.951|0.831|0.568| 0.485
MgO02 | 150 | 42 | 178.59|0.945|0.698|0.834|0.230
MgO03 | 301 |218]500.37|0.970|0.893|0.600|0.434
Mr 001 | 1555 | 75 |1612.43/0.991|0.795|0.964 | 0.046
Mr 018 | 1788 | 126|1890.34/0.989|0.827|0.945| 0.066
Mr 026 | 2038 | 84 |2098.93/0.991|0.750|0.970|0.040
Mr 027 | 1400 | 92 |1467.65/0.986|0.755|0.953 | 0.062
Mr 288 | 2079 | 84 |2141.01/0.991/0.764|0.971|0.039
R 01 843 | 62 | 886.35|0.983|0.729|0.950| 0.069
R 02 1179 ]110/1269.07]0.987|0.836| 0.928 | 0.086
R 03 719 | 65 | 770.20]0.986|0.820|0.932| 0.083
R 04 729 | 49 | 764.36 |0.986|0.766|0.952| 0.063
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R 05 567 | 46 | 599.19|0.982|0.744|0.945|0.075
R 06 432 | 30 | 451.75]0.984|0.731]0.954| 0.064
Rt 01 223 111 315.91|0.954/0.819|0.703|0.348
Rt 02 214 | 69 | 264.75]0.946|0.730|0.805| 0.257
Rt 03 207 | 66 | 255.86|0.948|0.738|0.805|0.254
Rt 04 181 | 49 | 215.58 |0.950|0.719|0.835| 0.223
Rt 05 197 | 74 | 250.69|0.935/0.706|0.782| 0.291
Ru0l | 422 | 31 | 441.04]0.980/0.679|0.955|0.068
Ru02 | 1240 |138|1356.70/0.987|0.858|0.913|0.101
Ru03 | 1792 |144[1909.09 0.988|0.825|0.938|0.075
Ru04 | 2536 |228|2731.76/0.989|0.865|0.928| 0.083
Ru05 | 6073 |701|6722.04/0.993|0.926|0.903|0.104
S 01 457 | 47 | 493.7210.985]0.829|0.924 | 0.093
Sl 02 603 | 66 | 651.09|0.978|0.753|0.925|0.100
S 03 907 |102|990.94|0.985/0.840/0.914|0.102
S04 | 1102 | 328(1404.13/0.984|0.918|0.784|0.233
SI05 | 2223|193|2385.35/0.989|0.849|0.932|0.080
SmO01l | 267 |159]|403.170.953|0.825|0.660| 0.392
Sm02 | 222 |103|303.92|0.944|0.770|0.727]0.336
SmO03 | 140 | 45]168.39/0.925|0.624|0.825| 0.261
Sm04 | 153 | 78 | 214.17]0.939/0.760|0.710| 0.360
SmO05 | 124 | 39 | 149.49|0.934|0.664|0.823|0.254
T01 611 | 89 | 680.99|0.977/0.802|0.896|0.129
T02 720 |107|807.46 0.980/0.830/0.890|0.131
T 03 645 |128]| 748.50]0.972/0.811]0.860|0.170

The discriminative ability of individual indicators is different. B, is always great-
er than 0.92, visually the differences are not too great but if we consider all com-
puted points, as presented in Figure 5.2, one can see that there is a certain order
signalizing a decrease of B; with increasing analyticity of language (cf. Popescu,
Altmann 2008d). The Polynesian languages are in the lower part, the most
synthetic languages are in the upper part of the figure.
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Figure 5.2. Theindicator B, for 20 languages

The languages ordered according to mean B, are presented in Table 5.2. In the
last column the value 1000s (1000 times the standard deviation) is shown. As can
be seen, except for some outliers this value increases in a slight exponential
manner. This may be caused either by the small number of texts in individua
languages or by some lack of stability of arc length increasing with increasing
analyticity. From the linguistic point of view the behaviour of mean B, is
understandable and will be touched later on, but that of the standard deviation is
preliminarily not explainable and must be further scrutinized. Perhaps a variance
analysis based on more texts from all languages would help to interpret the
behaviour of the standard deviation.

Table5.2
Means of B, for individual languages
Language mean B; |1000s
1 |Kannada 0.992 1.2
2 |Latin 0.992 1.9
3 |Marathi 0.990 2.0
4  [Hungarian 0.989 1.7
5 |Russian 0.987 4.2
6 |Czech 0.985 1.2
7 |Romanian 0.985 1.8
8 |Slovenian 0.984 35
9 |ltdian 0.983 5.0
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10 |English 0.982 1.6
11 |German 0.977 4.9
12 (Indonesian 0.977 3.4
13 |Tagalog 0.976 3.3
14 |Bulgarian 0.976 24
15 |Lakota 0.963 4.1
16 |Hawaiian 0.963 4.0
17 |Maori 0.962 31
18 |Marguesan 0.955 | 10.7
19 [Rarotongan 0.947 6.4
20 [Samoan 0.939 9.4

The indicator B, is severely normalized and does not display any typological
tendency. The ordered values of mean B, are presented in Table 5.3 and dis-
played graphically in Figure 5.3.

Table 5.3
Means of B, for individual languages
Language mean B,
1 Hungarian 0.900
2 English 0.878
3 Hawaiian 0.866
4 Maori 0.839
5 Slovenian 0.838
6 Czech 0.835
7 Russian 0.831
8 Tagalog 0.814
9 Marquesan 0.807
10 Italian 0.806
11 | Latin 0.802
12 | Marathi 0.778
13 Romanian 0.771
14 | Rarotongan 0.742
15 Kannada 0.739
16 | Samoan 0.729
17 Lakota 0.706
18 German 0.625
19 Indonesian 0.594
20 | Bulgarian 0.574
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Figure 5.3. Theindicator B, for 20 languages

The last two indicators, B; and B, are (almost) complementary because B; + B, =
1. Actually,

By + By = (V—1+f(1) = 1)/L = LyadL = (L + ph)/L = 1 + p(h/L)

where p is a constant of the order of unity as it will be shown in continuation
below. The computations of the means of B; and B, for individual languages are
presented in Table 5.4 and in Figures 5.4 and 5.5. As can be seen, strongly
analytic languages are in the lower part of the Table, hence these indicators could
be used for typological purposes. However, the other languages represent rather a
homogeneous mass which could be discriminated using a further variable. This
must be left as a task for the future; perhaps the independent Greenberg-Krupa
indices could be of help. As to the standard deviation, we have the same case as
above but this problem must be solved rather with many texts in fewer lan-
guages. Maybe the difference in genres within a language is the cause of the
given extent of variability.

Table5.4
Means of B; and B, for individual languages

Language | mean B; | mean B,
1 [Kannada 0.976 0.032
Indonesian 0.962 0.066
3 |Latin 0.962 0.047

N
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4 Marathi 0.961 0.051
5 Bulgarian 0.960 0.067
6 |German 0.958 0.069
7 Romanian 0.944 0.073
8 Russian 0.927 0.086
9 Italian 0.921 0.097
10 |Czech 0.914 0.102
11 [Slovenian 0.896 0.122
12 |Lakota 0.882 0.161
13 ([Tagaog 0.882 0.143
14  [Hungarian 0.880 0.133
15 |[English 0.831 0.187
16 |[Rarotongan | 0.786 0.275
17 |Samoan 0.749 0.321
18 [Maori 0.727 0.315
19 [Marquesan 0.667 0.383
20 [Hawaiian 0.621 0.418
o
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Figure 5.4. The indicator B; for 20 languages
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Figure 5.5. The indicator B, for 20 languages

5.2. Arc development

Since with increasing text both f(1) and V increase, the arc length (both the
empirical L and the theoretical L, as well as L) increases, too. This change
influences in turn some indicators whose development may be relatively regular.
Let us consider here only Bs, which takes into consideration only the change of
vocabulary (V) and omits the other, pre-h, domain of the arc. Since L which takes
into account both parts, is in the denominator, Bs must decrease with increase of
text length. As shown above, the indicator is dependent on the morpho-syntactic
character of language, hence for illustration one must take texts from one
language only. We have evaluated 52 German texts as shown in Table 5.5 (from
Popescu, Macutek, Altmann 2008). There is a clear trend which can be captured
by the power function

By = 1.1563N ~*%
yielding a determination coefficient R? = 0.73 (and a highly significant F-test)

which is sufficient because we used very heterogeneous texts. The dependenceis
presented in Figure 5.6.
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Table5.5
Dependence of B; on text length N
ID | N VvV | f(2) L Bs
G01|1095| 530 | 83 |598.77| 0.883
GO02| 845 | 361 | 48 |396.78| 0.907
GO03| 500 | 281 | 33 |304.25| 0.920
G04| 545 | 269 | 32 |289.67| 0.925
GO05| 559 | 332 | 30 |351.41| 0.942
G06| 545 | 326 | 30 |346.82| 0.937
GO7| 263 | 169 | 17 |178.72| 0.940
G08| 965 | 509 | 39 |534.55| 0.950
G09| 653 | 379 | 30 |398.43| 0.949
G 10| 480 | 301 | 18 |309.84| 0.968
G11| 468 | 297 | 18 |306.80| 0.965
G12| 251 | 169 | 14 |175.44| 0.958
G 13| 460 | 253 | 19 |262.25| 0.961
G14| 184 | 129 | 10 |132.54| 0.966
G15| 593 | 378 | 16 |385.09| 0.979
G16| 518 | 292 | 16 |299.24| 0.972
G17| 225 | 124 | 11 |127.96| 0.961
G18| 356 | 227 | 15 |234.23| 0.965
G19| 986 | 561 | 37 |585.28| 0.957
G20| 683 | 411 | 35 |436.46| 0.939
G21| 715 | 421 | 28 |438.45| 0.958
G22| 929 | 502 | 33 |523.39| 0.957
G23|1328| 718 | 53 |756.35| 0.948
G?24| 717 | 449 | 40 |477.48| 0.938
G 25|2025|1024| 85 |1088.95 0.939
G 26| 2063 | 1029 | 97 |1106.22] 0.929
G 27 | 4047 | 963 | 147 |1078.03| 0.892
G 28|2326| 681 | 100 | 758.85| 0.896
G29|1630| 512 | 81 |575.28| 0.888
G30|1096| 374 | 53 |412.00| 0.905
G 31 |4412| 1052 | 157 (1177.79| 0.892
G32[1649| 570 | 69 |621.21| 0.916
G 33| 4515|1051 | 157 |1175.11) 0.894
G 34 (2909 | 1036 | 132 |1146.45 0.903
G35|3253| 841 | 143 | 956.11| 0.879
G 36 | 5490 | 1343 | 270 |1579.28 0.850
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G 37 | 6869 | 1463 | 315 |1736.34| 0.842
G 384043 | 1148 | 178 |1296.99| 0.884
G 39| 3834|1483 | 126 |1583.03] 0.936
G40 |2617|1035| 94 |1196.08| 0.864
G 41| 3709 | 1354 | 147 |1473.74| 0.918
G 423012 | 1264 | 127 |1368.00] 0.923
G 43| 7110 | 2469 | 276 |2706.89| 0.912
G 44 | 5486 | 1824 | 257 |2048.33] 0.890
G 45| 9788 | 2614 | 454 |3023.68| 0.864
G 46 |12656| 3073 | 591 |3612.01] 0.850
G 476901 | 1939 | 329 |2227.08| 0.870
G 48 | 9493 | 2385 | 485 |2823.88| 0.844
G 49 |12879| 2951 | 656 |3553.43| 0.830
G50 | 8426 | 2276 | 403 |2637.29| 0.863
G 51| 8704 | 2413 | 406 |2774.59 0.869
G 52 |12335| 3042 | 596 |3589.93| 0.847

The regularity of arc development can be seen in some other relationships, too.
For example the development of the arc in dependence on f; for our German data
yields a function L = 32.8893f,%"*% with R? = 0.96, as can easily be computed
from Table 5.5. But since in typologically different languages f; develops dif-
ferently, the parameters of the function will be different. Consider the arc length
development in individual texts in four languages as shown in Figure 5.7 (from
Popescu, Macutek, Altmann 2008). Evidently, the more synthetic a language, the
steeper the slope (or the greater the exponent) of the power function.

This exponent could serve not only as a simple typological indicator but
also as a possible indicator of the transition of a language from one “type” to
another. The historical study of some French texts and their comparison with
Latin ones would be very illuminating. Some German philologists say that there
is an analytic tendency in the development of German; other ones deny it. Per-
haps this view could help to solve some problems associated with Zipf“s “grand
cycle of language evolution”.
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5.3. Arclength asafunction of text indicators

In al above dependences some empirical constants appeared whose linguistic
interpretation was not possible. As a matter of fact, capturing a dependence in
thisway is a play with the ceteris paribus conditions. The constants indicate that
thereis still something else having a constant influence on the dependent variable
through the independent variable. In this sense, for instance, Table 5.18 with
word form indicators of 100 texts, selected from 20 languages, demonstrates
empirically the following relationship

(